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An Experimental Study of the
Laminar Flow Separation on a
Low-Reynolds-Number Airfoil

An experimental study was conducted to characterize the transient behavior of laminar
flow separation on a NASA low-speed GA (W)-1 airfoil at the chord Reynolds number of
70,000. In addition to measuring the surface pressure distribution around the airfoil, a
high-resolution particle image velocimetry (PIV) system was used to make detailed flow
field measurements to quantify the evolution of unsteady flow structures around the airfoil
at various angles of attack (AOAs). The surface pressure and PIV measurements clearly
revealed that the laminar boundary layer would separate from the airfoil surface, as the
adverse pressure gradient over the airfoil upper surface became severe at AOA= 8.0 deg.
The separated laminar boundary layer was found to rapidly transit to turbulence by
generating unsteady Kelvin—Helmholtz vortex structures. After turbulence transition, the
separated boundary layer was found to reattach to the airfoil surface as a turbulent
boundary layer when the adverse pressure gradient was adequate at AOA <12.0 deg,
resulting in the formation of a laminar separation bubble on the airfoil. The turbulence
transition process of the separated laminar boundary layer was found to be accompanied
by a significant increase of Reynolds stress in the flow field. The reattached turbulent
boundary layer was much more energetic, thus more capable of advancing against an
adverse pressure gradient without flow separation, compared to the laminar boundary
layer upstream of the laminar separation bubble. The laminar separation bubble formed
on the airfoil upper surface was found to move upstream, approaching the airfoil leading
edge as the AOA increased. While the total length of the laminar separation bubble was
Sfound to be almost unchanged (~20% of the airfoil chord length), the laminar portion of
the separation bubble was found to be slightly stretched, and the turbulent portion be-
came slightly shorter with the increasing AOA. After the formation of the separation
bubble on the airfoil, the increase rate of the airfoil lift coefficient was found to consid-
erably degrade, and the airfoil drag coefficient increased much faster with increasing
AOA. The separation bubble was found to burst suddenly, causing airfoil stall, when the
adverse pressure gradient became too significant at AOA >12.0 deg.
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to a very thin region near the airfoil surface at high Reynolds
numbers, the predominance of viscous effects in low-Reynolds-
number applications would result in boundary layers rapidly
growing and easily separating from the surfaces of airfoils.

It is well known that the boundary layers on low-Reynolds-
number airfoils remain laminar at the onset of the pressure recov-
ery unless artificially tripped. The behavior of the laminar bound-
ary layers on low-Reynolds-number airfoils significantly affects
the aerodynamic performances of the airfoils. Since laminar
boundary layers are unable to withstand any significant adverse
pressure gradient, laminar flow separation is usually found on
low-Reynolds-number airfoils. Postseparation behavior of laminar
boundary layers accounts for the deterioration in the aerodynamic
performances of low-Reynolds-number airfoils. The deterioration

1 Introduction

Low-Reynolds-number airfoil aerodynamics is important for
both military and civilian applications. These applications include
propellers, sailplanes, ultralight man-carrying/man-powered air-
craft, high-altitude vehicles, wind turbines, unmanned aerial ve-
hicles (UAVs), and microAir vehicles (MAVs). Nondimensional
chord Reynolds number (Re() is defined as the cruise speed mul-
tiplied by the mean wing chord and divided by the kinematic
viscosity of air. For the applications listed above, the combination
of small length scale and low flight velocities results in flight
regimes with low wing-chord Reynolds number (i.e., chord Rey-
nolds numbers, Re¢, ranging from 10,000 to 500,000).The aero-
dynamic design methods and principles developed over the past

40 years have produced efficient airfoils for conventional, large-
scale, high-speed aircraft whose chord Reynolds numbers are usu-
ally in the range of 10°~10°. It is well known that the aerody-
namic performance of airfoils that are optimal for conventional,
large-scale and high-speed aircraft (therefore, high chord Rey-
nolds number) significantly degrades when used for low-
Reynolds-number applications where the chord Reynolds numbers
are several orders smaller. While conventional airfoil design prin-
ciples usually either neglect viscous effects or restrict its influence
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is exhibited by an increase in drag and decrease in lift. Extensive
reviews about aerodynamics of low-Reynolds-number airfoils and
the dependence of the laminar flow separation phenomena on the
chord Reynolds numbers can be found at Tani [1], Carmichael [2],
Lissaman [3], Mueller [4] and Gad-el-Hak [5]. It has been sug-
gested that the separated laminar boundary layers would rapidly
transit to turbulence, and then reattach to the airfoil surface as a
turbulent boundary layer when the adverse pressure gradient over
the airfoil surface is adequate [6]. This would result in the forma-
tion of a laminar separation bubble, as schematically shown in
Fig. 1. As the adverse pressure gradient becomes more severe with
the increasing angle of attack, the separation bubble would sud-
denly burst, which will subsequently result in airfoil stall.

A good physical understanding is essential in order to control

MAY 2008, Vol. 130 / 051101-1
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Fig. 1 Schematic of a laminar separation bubble formed on a
low-Reynolds-number airfoil

the laminar flow separations and suppress the burst of the laminar
separation bubbles for better aerodynamic performances of low-
Reynolds-number airfoils. This requires a detailed knowledge
about transient behavior of the separated laminar boundary layers
and the evolution of laminar separation bubbles. Although exten-
sive experimental studies have been conducted to investigate
laminar flow separation, transition, and reattachment on low-
Reynolds-number airfoils, the majority of those previous studies
were carried out by using pointwise flow diagnostic techniques,
such as hot-wire anemometry [7-10], hot-film anemometry
[11,12] and laser Doppler velocimetry [13—15] to conduct flow
velocity measurements at limited points of interest. A common
shortcoming of such pointwise flow measurements is the incapa-
bility of providing spatial correlation of the unsteady flow struc-
tures to effectively reveal the transient behavior of the laminar
flow separation. The availability of temporally synchronized and
spatially resolved flow field measurements is highly desirable in
order to elucidate underlying physics to improve our understand-
ing about the laminar boundary layer separation, transition, and
reattachment processes on low-Reynolds-number airfoils. Ad-
vanced flow diagnostic techniques, such as particle image veloci-
metry (PIV), are capable of providing such information.

Surprisingly, only very few experimental studies were recently
conducted to provide temporally synchronized and spatially re-
solved flow field measurements to quantify the transient behavior
of the laminar boundary layers on low-Reynolds-number airfoils
[16-19]. Very little in the literature can be found to correlate
detailed flow field measurements with the airfoil surface pressure
measurements to investigate laminar flow separation, transition,
and reattachment as well as the evolution of laminar separation
bubbles on low-Reynolds-number airfoils. In this study, we con-
ducted a detailed experimental study to characterize the transient
behavior of laminar flow separation, transition, and reattachment
on a low-Reynolds-number airfoil at Re-=70,000. In addition to
mapping the surface pressure distribution around the airfoil with
pressure sensors, a high-resolution PIV system was used to make
detailed flow field measurements to quantify the occurrence and
behavior of laminar boundary layer separation, transition, and re-
attachment on the low-Reynolds-number airfoil. The detailed flow
field measurements were correlated with the surface pressure mea-
surements to elucidate the underlying physics associated with the
separation, transition, and reattachment processes of the laminar
boundary layer. To the best knowledge of the authors, this is the
first effort of its nature. The primary objective of the present study
is to gain further insight into the fundamental physics of laminar
flow separation, transition, and reattachment as well as the evolu-
tion of laminar separation bubble formed on low-Reynolds-
number airfoils. In addition, the quantitative surface pressure and
flow field measurements will be used as the database for the vali-
dation of computational fluid dynamics (CFD) simulations of such
complex flow phenomena for the optimum design of low-
Reynolds-number airfoils [20].

051101-2 / Vol. 130, MAY 2008
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Fig. 2 GA(W)-1 airfoil geometry and pressure tap locations

2 Experimental Setup and the Studied Airfoil

The experiments were performed in a closed-circuit low-speed
wind tunnel located in the Aerospace Engineering Department of
Towa State University. The tunnel has a test section with a 1.0
X 1.0 f> (30X 30 cm?) cross section and optically transparent
walls. The tunnel has a contraction section upstream of the test
section with honeycomb, screen structures, and cooling system
installed ahead of the contraction section to provide uniform low
turbulent incoming flow to enter the test section.

Figure 2 shows the schematic of the airfoil used in the present
study: a GA (W)-1 airfoil (also labeled as NASA LS(1)-0417).
The GA (W)-1 has a maximum thickness of 17% of the chord
length. Compared to standard NACA airfoils, the GA (W)-1 air-
foil was especially designed for low-speed general aviation appli-
cations with a large leading-edge radius in order to flatten the peak
in pressure coefficient near the airfoil nose to discourage flow
separation [21]. The chord length of the airfoil model is 101 mm,
i.e., C=101 mm, for the present study. The flow velocity at the
inlet of the test section was set as U,=10.7 m/s, which corre-
sponds to a chord Reynolds number of Re.= 70,000.

The airfoil model is equipped with 43 pressure taps at its me-
dian span with the spanwise length of the airfoil being 1.0 ft. The
locations of the pressure taps are indicated in Fig. 2. The 43 pres-
sure taps were connected by plastic tubing to 43 channels of a
pressure acquisition system (Model DSA3217, Scanivalve Corp).
The DSA3217 digital sensor arrays incorporate temperature com-
pensated piezoresistive pressure sensors with a pneumatic calibra-
tion valve, RAM, 16 bit A/D converter, and a microprocessor in a
compact self-contained module. The precision of the pressure ac-
quisition system is =0.2% of the full scale (=10 in. H,O). Dur-
ing the experiment, each pressure transducer input was scanned at
400 Hz for 20 s. The pressure coefficient distributions, C,=(P
-P.)/ (%onzc), around the airfoil at various angles of attack were
measured by using the pressure acquisition system. The lift and
drag coefficients (C,:l/(%onch) and Cd=d/(%proC)) of the 2D
airfoil were determined by numerically integrating the pressure
distribution around the airfoil.

Figure 3 shows the schematic of the experimental setup used
for the PIV measurement. The test airfoil was installed in the
middle of the test section. A PIV system was used to make flow
velocity field measurements along the chord at the middle span of
the airfoil. The flow was seeded with ~1 um oil droplets. Illumi-
nation was provided by a double-pulsed Nd:YAG (yttrium alumi-
num garnet) laser (NewWave Gemini 200) adjusted on the second
harmonic and emitting two laser pulses of 200 mJ at a wavelength
of 532 nm with a repetition rate of 10 Hz. The laser beam was
shaped into a sheet by a set of mirrors, spherical and cylindrical
lenses. The thickness of the laser sheet in the measurement region
is about 0.5 mm. A high-resolution 12 bit (1376 X 1040 pixels)
charge-coupled device (CCD) camera was used for PIV image
acquisition with the axis of the camera perpendicular to the laser
sheet. The CCD camera and the double-pulsed Nd:YAG lasers
were connected to a workstation (host computer) via a Digital
Delay Generator (Berkeley Nucleonics, Model 565), which con-
trolled the timing of the laser illumination and the image acquisi-
tion. In the present study, a careful pretest, which includes testing
different seeding methods, applying different paints to the airfoil
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Fig. 3 Schematic of the experimental setup for the PIV measurements

model as well as adjusting laser excitation energy level, camera
positions, and optic lens arrangements, was conducted in order to
minimize the reflection from the airfoil surface for the near wall
PIV measurements.

Instantaneous PIV velocity vectors were obtained by a frame to
frame cross-correlation technique involving successive frames of
patterns of particle images in an interrogation window of 32
X 32 pixels. An effective overlap of 50% was employed for PIV
image processing. After the instantaneous velocity vectors (u;,V;)
were determined, the spanwise vorticity (w,) could be derived.
The time-averaged quantities such as mean velocity (U, V), turbu-
lent velocity fluctuations (' ,v’), normalized Reynolds stress (7
=—u'v'/U?%), and normalized turbulent kinetic energy (TKE
=0.5%(u'2+v"2)/U%) were obtained from a cinema sequence of
400 frames of instantaneous velocity fields. The measurement un-
certainty level for the velocity vectors is estimated to be within
2% and 5% for the turbulent velocity fluctuations (u’,v’), Rey-
nolds stress, and turbulent kinetic energy calculations. The uncer-
tainty level of the spanwise vorticity data is expected to be within
10.0%. It should be noted that the surface pressure mapping and
PIV measurements are designed to acquire statistical data instead
of time-resolved measurements due the limited sampling rates of
the surface pressure mapping and PIV measurements.

3 Experimental Results and Discussions

3.1 Measured Surface Pressure Distribution Around the
Airfoil. Figure 4 shows the measured surface pressure coefficient
distributions around the GA (W)-1 airfoil as the angle of attack
changes from 6.0 deg to 14.0 deg. While the surface pressure dis-
tribution on the lower surface of the airfoil does not notably

-35
»——x AOA = 06 deg
+- —+ AOA =07 deg |’
&-—a AOA =08 deg |
a—-a AOA =09 deg
z----8 AOA =10 deg |-
e——o AOA =11 deg
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@----a AOA =14 deg

-3.0

-25 [F=
2.0 P
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o -1.0
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1.0 - lower surface T

0 01 02 03 04 05 06 07 08 09 1.0
XiC

Fig. 4 Surface pressure distribution profiles around the airfoil
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change with the increasing angle of attack (up to 12.0 deg), the
surface pressure distribution on the upper surface of the airfoil
was found to significantly vary at different angles of attack. As the
angle of attack (AOA) was relatively small (i.e., AOA <8.0 deg),
the surface pressure coefficient profiles along the airfoil upper
surface were found to rapidly reach their negative peaks at loca-
tions quite near to the airfoil leading edge, then the surface pres-
sure gradually and smoothly recovered over the upper surface of
the airfoil up to the airfoil trailing edge. As the AOA increases to
8.0=A0A<12.0 deg, a distinctive characteristic of the surface
pressure coefficient profiles is the existence of a region of nearly
constant pressure (i.e., pressure plateau region) at X/C
~(.05-0.25. Sudden increase in surface pressure coefficient was
found following the pressure plateau region. Further downstream,
the surface pressure was found to gradually and smoothly recover,
which is similar as those cases with relatively low AOAs. Such a
characteristic of the surface pressure profiles is actually closely
related to laminar flow separation and the formation of laminar
separation bubbles on low-Reynolds-number airfoils.

As schematically illustrated in Fig. 5, Russell [22] suggested a
theoretic model to characterize the laminar separation bubbles
formed on low-Reynolds-number airfoils. Based on the theoretic
model of Russell [22], the critic points (the separation, transition,
and reattachment points) of a laminar separation bubble formed
on a low-Reynolds-number airfoil can be determined from the
surface pressure measurements. The separation point refers to the
location from where the laminar boundary layer separates from
the airfoil surface. The transition point refers to the onsite point at
where the separated laminar boundary layer begins to transit to
turbulence. The reattachment point refers to the location where the
separated boundary layer reattaches to the airfoil surface after
transition. As suggested by Russell [22], a laminar separation
bubble formed on a low-Reynolds-number airfoil includes two
portions: a laminar portion and a turbulent portion. The location of
the pressure plateau is coincident with that of the laminar portion
of the separation bubble. The starting point of the pressure plateau
indicates the location where the laminar boundary layer separates
from the airfoil surface (i.e., the separation point). Since the tran-
sition of the separated laminar boundary layer to turbulence will
result in a rapid pressure rise brought about by fluid entrainment,
the termination of the pressure plateau can be used to locate the
transition point, at where the transition of the separated laminar
boundary layer to turbulence begins to occur. The pressure rise
due to the turbulence transition often overshoots the invisicid
pressure that exists at the reattachment location. Therefore, the
location of the point of equality between the actual and inviscid
surface pressure marks the location of reattachment (i.e., the reat-
tachment point).

Following the work of Russell [22], the locations of the critic

MAY 2008, Vol. 130 / 051101-3
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Fig. 5 Pressure distribution on an airfoil with laminar separation bubble (Russell [22])

points (the separation, transition, and reattachment points) of
laminar separation bubbles at different AOAs were estimated
based on the measured airfoil surface pressure profiles given in
Fig. 4. A summation of the locations of separation, transition, and
reattachment points on the GA(W)-1 airfoil at different AOAs is
given in Fig. 6. The uncertainties of the estimated locations of the
critical points is about 2.0% of chord length due to the limited
numbers of the pressure taps available in the region, which are
shown in the figure as the error bars. As the AOA increases, the
laminar separation bubble was found to move upstream to ap-
proach the airfoil leading edge. The total length of the separation
bubble (i.e., the distance between the separation and reattachment
points), which is about 20% of the chord length, was found to be
almost unchanged regardless of the angles of attack. Following
the terminology used by Horton [6], the length of the laminar
portion of the separation bubble is defined as the distance between
the separation point and the transition point, and the turbulent
portion length corresponds to the distance between the transition

point and the reattachment point. From the experimental results
given in Fig. 6, it can be seen that, while the length of the laminar
portion of the separation bubble was found to slightly increase as
the AOA increases, the turbulent portion became slightly shorter
with the increasing AOA.

As the AOA became greater than 12.0 deg, the magnitude of
the negative pressure coefficient peak near the airfoil leading edge
was found to significantly decrease. As shown in Fig. 4, the sur-
face pressure over most of the airfoil upper surface was found to
be nearly constant. Such a surface pressure distribution indicates
that airfoil is in stalled state [23-25], which is confirmed from the
PIV measurements given in Fig 7.

3.2 PIV Measurement Results. While the surface pressure
measurements can be used to quantify the global characteristics of
the laminar separation bubble formed on the low-Reynolds-
number airfoil, quantitative flow field measurements taken by us-
ing a high-resolution PIV system can reveal much more details
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Fig. 6 The estimated locations of the separation points, transition points,
and reattachment points at various AOAs
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level to reveal the transient behavior of the laminar flow separa-
tion process near the nose of the airfoil with a measurement win-
dow size of about 40 X 20 mm?, and a superfine level to elucidate
the details about the turbulence transition and the reattachment of
the separated boundary layer to the airfoil surface at the rear por-
tion of the separation bubble with a measurement window size of

about the transient behavior of laminar flow separation and the
evolution of a laminar separation bubble formed on the airfoil. In
the present study, PIV measurements were conducted at three spa-
tial resolution levels: a coarse level to visualize the global features
of the flow structures around the airfoil at various AOAs with the
measurement window size being about 160X 120 mm?, a refined
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about 16X 10 mm?. The time interval between the double pulsed
laser illumination for the PIV measurements was set as At
=40.0 us, 14.0 us, and 4.0 us, respectively. The effective resolu-
tions of the PIV measurements (i.e., grid sizes) were A/C
=0.018, 0.0045, and 0.0018, respectively.

Figure 7 shows the PIV measurement results at the coarse res-
olution level. As clearly revealed by the ensemble-averaged ve-
locity distribution and the streamlines of the mean flow around the
airfoil, incoming flow streams faithfully follow the streamlined
profile of the airfoil when the AOA is relatively small (i.e.,
AOA < 8.0 deg). No flow separation was found on the airfoil up-
per surface when the adverse pressure gradient is rather mild at
relatively small AOAs. Since the flow streams can firmly attach to
the airfoil surface, they smoothly leave the airfoil at the trailing
edge, which results in a very small wake region (i.e., the region

Yic*100

with velocity deficits) downstream of the airfoil. The small wake
region downstream of the airfoil indicates a small aerodynamic
drag force acting on the airfoil, which is confirmed from the drag
coefficient measurement results given in Fig. 12.

As the AOA increases to 8.0—11.0 deg, the surface pressure
measurement results given in Fig. 4 indicate that a laminar sepa-
ration bubble would be generated on the upper surface of the
airfoil. However, since the height of the separation bubble is very
small (only ~1.0% of the chord length based on the refined PIV
measurement results shown in Figs. 9 and Fig. 10), the laminar
separation bubble cannot be clearly revealed from the PIV mea-
surement results shown in Fig. 7(B) due to the limited spatial
resolution of the PIV measurements (i.e., A/C=0.018). It has
been suggested that the separated laminar boundary layer would
firmly reattach to the airfoil upper surface at the downstream of
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Fig. 9 PIV measurements near the airfoil leading edge with AOA=10.0 deg; (a) instantaneous velocity vectors; (b) instan-
taneous vorticity distribution; (¢) ensemble-averaged velocity vectors; and (d) streamlines of the mean flow
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the reattachment point all the way to the airfoil trailing edge
[6,22,23]. The mean velocity vectors and streamlines of the mean
flow shown in Fig. 7(B) reveal that incoming flow streams
smoothly leave the airfoil at the trailing edge at AOA=10.0 deg,
which confirms the reattachment of the separated boundary layer
to the airfoil upper surface downstream of the laminar separation
bubble. As a result of the reattachment of the separated boundary
layer, the wake region downstream of the airfoil was found to be
reasonably small even though a separated bubble was already
formed on the airfoil upper surface. Compared to those cases at
smaller AOAs (such as the case shown in Figs. 7(A) with AOA
=6.0 deg), the size of the wake region for the cases with the
separation bubbles generated on the airfoil upper surface becomes
slightly larger, indicating a slightly increased aerodynamic drag
force acting on the airfoil, which is confirmed from the airfoil
drag coefficient measurement results given in Fig. 12.

The adverse pressure gradient over the upper surface of the
airfoil becomes more and more severe as the AOA increases. The
surface pressure measurement results given in Fig. 4 indicate that
the separation bubble would burst, eventually causing airfoil stall
when the AOA becomes greater than 12.0 deg. The large-scale
flow separation over almost the entire upper surface of the airfoil
due to the burst of the laminar separation bubble is visualized
clearly and quantitatively from the PIV measurement results given
in Fig. 7(C). The large-scale flow separation on the airfoil upper
surface resulted in the formation of a very large recirculation
bubble in the wake the airfoil. As a result, the size of the wake
region (i.e., the region with velocity deficit) downstream the air-
foil was found to dramatically increase, which indicates a signifi-
cant increase of the aerodynamic drag force acting on the airfoil,
again quantitatively confirmed for the measured drag coefficient
data given in Fig. 12.

Although the PIV measurement results given in Fig. 7 clearly
reveal the global features of the flow structures around the airfoil,

Journal of Fluids Engineering

further details about the transient behavior of the laminar flow
separation and evolution of the separation bubble formed on the
low-Reynolds-number airfoil cannot be clearly seen due to the
limited spatial resolution of the PIV measurements. In order to
provide further insights to elucidate underlying physics associated
with the laminar flow separation process on low-Reynolds-
number airfoils, refined PIV measurements near the nose of the
airfoil with much higher spatial resolution (A/C=0.0045) were
made. The measurement results are shown in Figs. 8, 9, and 11
with the AOA being 6.0 deg, 10.0 deg, and 12.0 deg, respectively.

The laminar boundary layer around the airfoil was clearly visu-
alized as a thin vortex layer affixing to the airfoil upper surface in
the typical instantaneous velocity field and the corresponding vor-
ticity distribution shown in Fig. 8. The laminar boundary layer
was found to be firmly attached to the airfoil surface when the
adverse pressure gradient over the airfoil upper surface is rather
mild at relatively small AOA (i.e., AOA<S8.0 deg). The
ensemble-averaged velocity field and the streamlines of the mean
flow also confirmed that the incoming fluid streams would
smoothly flow to follow the streamlined profile of the airfoil when
the AOA is relatively small.

As indicated by the surface pressure measurement results de-
scribed above, a laminar separation bubble would be generated on
the airfoil when the AOA became relatively high (i.e., AOA
~8.0—12.0 deg). The typical instantaneous velocity field and the
corresponding vorticity distribution given in Fig. 9 clearly show
that the laminar boundary layer (i.e., the thin vortex layer over the
airfoil upper surface) would be “taking off” from the airfoil upper
surface at first, and then “landing” on the airfoil upper surface
again further downstream. The separation of the laminar boundary
layer from the airfoil upper surface and the reattachment of the
separated boundary layer can be much more clearly seen from the
ensemble-averaged velocity field and the corresponding mean
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flow streamlines. Based on the PIV measurement results shown in
Fig. 9, the location of the separation point (i.e., from where the
laminar boundary layer begins to separate from the airfoil surface)
was found to be in the neighborhood of X/C=0.08, which agrees
with the starting point of the “pressure plateau” of the measured
surface pressure distribution at 10.0 deg AOA. The reattachment
point (i.e., at where the separated boundary layer reattaches to the
airfoil surface) was found to be in the neighborhood of X/C
~(.28, which also agrees well with the estimated location of the
reattachment point based on the surface pressure measurements.
The laminar separation bubble, which sits in the region between
the separation point and the reattachment point, is clearly visual-
ized from the PIV measurement results. While the length of the
separation bubble is about 20% of the chord length, the height of
the laminar separation bubble is found to be only about 1% of the
chord length.

In order to provide further insight into the fundamental physics
associated with the turbulent transition and reattachment of the
separated laminar boundary layer, PIV measurements with super-
fine spatial resolution (A/C=0.0018) were made at the rear por-
tion of the laminar separation bubble. The measurement results
are shown in Fig. 10 with the airfoil AOA being 10.0 deg.

The PIV measurement results given in Fig. 9 clearly show that
the laminar boundary layer would separate from the airfoil upper
surface at X/ C=0.08 due to the severe adverse pressure gradient
at 10.0 deg AOA. The instantaneous velocity field and corre-
sponding vorticity distribution given in Fig. 10 reveal that the
separated laminar boundary layer behaved more like a free shear
layer after separation, which is highly unstable; therefore, rolling
up of unsteady vortex structures due to the Kelvin—Helmholtz
instabilities and transition to turbulent flow would be readily re-
alized. After the separated laminar boundary layer transits to tur-
bulent flow, the increased entrainment of the turbulent flow made
the separated boundary layer reattach to the airfoil upper surface
as a turbulent boundary layer, which consequently resulted in the
formation of a laminar separation bubble on the airfoil. The reat-
tachment of the separated boundary layer to the airfoil upper sur-
face and consequent formation of the laminar separation bubble
can be more clearly seen from the ensemble-averaged velocity
field and the streamlines of the mean flow shown in Figs. 10(c)
and 10(d).

Figure 10(e) shows the distribution of the measured normalized
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Reynolds stress (—u'v'/ Ufo) near the rear portion of the laminar
separation bubble. It can be clearly seen that the transition process
of the laminar boundary layer is accompanied by the significant
increase of Reynolds stress in the flow field. It should be noted
that only the contour lines of the normalized Reynolds stress
above a critical value of 0.001 are shown in the Fig. 10(e). This
critical value has been chosen in the literature to locate the onset
of the turbulent transition in separated shear layers [10,17,19].
Following the work of Ol et al. [17], the transition onset position
was estimated as the streamwise location where the normalized
Reynolds stress first reaches a value of 0.001. The transition onset
position at 10.0 deg AOA was found to be located in the neigh-
borhood of X/C=0.21 based on the measured Reynolds stress
distribution shown in Fig. 10(e). The estimated location was found
to agree well with the estimation of the transition point given in
Fig. 5, which is based on the surface pressure measurements.

The measured turbulent kinetic energy (TKE=0.5%(u'>
+v'?)/U2) distribution at the rear part of the laminar separation
bubble is given in Fig. 10(f). It can be clearly seen that the regions
with higher TKE was found to be confined in a thin layer in the
upstream of the transition point due to the laminar nature of the
separated laminar boundary layer. The contour lines of the regions
with higher TKE were found to rapidly diverge after the separated
laminar boundary layer began to transit to turbulence (i.e., down-
stream of the transition point). The measured TKE distribution
also shows that the regions with higher TKE can be quite close to
the airfoil surface wall downstream of the reattachment point (i.e.,
downstream of location X/C=0.28). This confirms that the reat-
tached turbulent boundary layer can entrain more high-speed fluid
from outside to the near wall region to make the near wall flow
much more energetic compared to the laminar boundary layer
upstream of the laminar separation bubble. Therefore, the turbu-
lent boundary layer is much more capable of advancing against an
adverse pressure gradient without flow separation. As a result, the
reattached turbulent boundary layer can stay attached to the airfoil
surface from the reattachment point to the trailing edge of the
airfoil, which was confirmed in the PIV measurement results
given above.

As the AOA increases to 12.0 deg and higher, the adverse pres-
sure gradient over the upper surface of the airfoil becomes much
more significant, and the separation bubble was found to eventu-
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ally burst. As clearly revealed in the instantaneous PIV measure-
ment results given in Fig. 11, the laminar boundary layer was
found to separate from the upper surface of the airfoil very near to
the airfoil leading edge due to the significant adverse pressure
gradient. Although the separated laminar boundary layer was still
found to rapidly transit to turbulence by rolling up unsteady vor-
tex structures due to the Kelvin—Helmholtz instabilities, the sepa-
rated boundary layer could not reattach to the airfoil upper surface
anymore due to the much more significant adverse pressure gra-
dient when the AOA became 12 deg and higher. Large-scale flow
separation was found to take place over almost entire airfoil upper
surface, and the airfoil completely stalled. The airfoil stall is
clearly visualized from the PIV measurement results.

3.3 Lift and Drag Coefficients of the Airfoil. The lift and
drag coefficients of the airfoil at various AOA were determined by
numerically integrating the measured surface pressure distribution
around the 2D airfoil model used in the present study. Figure 12
shows the profiles of the measured lift and drag coefficients as the
functions of the AOA and a lift-drag polar plot. For reference, the
predicted increase rate of the airfoil lift coefficient (i.e., dC;/da
=217) based on thin airfoil theory [26] is also shown in the figure.

As revealed from the measured surface pressure distributions
and PIV measurement results discussed above, the laminar bound-
ary layer was found to firmly attach to the airfoil surface all the
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way from the airfoil leading edge to the trailing edge when the
adverse pressure gradient over the upper surface of the airfoil is
rather mild at relatively small AOA (i.e., AOA<6.0 deg). There-
fore, the airfoil drag coefficient of the airfoil was found to be very
small. The airfoil lift coefficient of the airfoil was found to in-
crease almost linearly with the increasing AOA. The increase rate
of the airfoil lift coefficient was found to be almost the same as
the prediction based on thin airfoil theory (i.e., dC;/da=2) at
relatively small AOA when no laminar separation bubble was
formed on the airfoil.

The adverse pressure gradient on the airfoil upper surface be-
comes more and more severe as the AOA increases. Since the
laminar boundary layer on the airfoil is unable to withstand the
severe adverse pressure gradient [2,3], it will separate from the
airfoil upper surface, the and laminar flow separation occurs as the
AOA relatively becomes large (i.e., AOA=8 deg for the present
study). The laminar flow separation is evident as the pressure
plateau in the measured surface pressure distributions and clearly
visualized in the PIV measurement results given above. The sepa-
rated laminar boundary layer was found to be able to reattach to
the upper surface of the airfoil as a turbulent boundary layer after
turbulence transition at adequate AOAs (i.e., 8.0 deg<AOA
<12.0 deg). This results in the formation of a laminar separation
bubble on the airfoil upper surface. The airfoil lift coefficient was
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found to keep on increasing with the AOA. However, the increase
rate of the airfoil lift coefficient was found to considerably de-
grade due to the formation of a laminar separation bubble. The
drag coefficient of the airfoil was found to increase faster with the
increasing AOA when the laminar separation bubble was formed
on the airfoil. The adverse gradient over the airfoil upper surface
became so significant at AOA=12.0 deg that the laminar separa-
tion bubble was found to burst. The separated laminar boundary
layer was not able to reattach to the airfoil upper surface anymore.
As visualized in the PIV measurements given above, large-scale
flow separation was found to take place over almost the entire
airfoil upper surface, and the airfoil was found to completely stall.
As a result, the lift coefficient of the airfoil was found to dramati-
cally drop and the drag coefficient was found to significantly in-
crease with the increasing AOA.

4 Conclusion

An experimental investigation was carried out to study the tran-
sient behavior of the laminar flow separation on a NASA low-
speed GA (W)-1 airfoil at the chord Reynolds number of Re.
=70,000. In addition to conducting surface pressure distribution
mapping around the airfoil, a high-resolution PIV system was
used to make detailed flow field measurements to quantify the
occurrence and behavior of laminar boundary layer separation,
transition, and reattachment at various AOAs. The detailed flow
field measurements were correlated with the surface pressure mea-
surements to elucidate the underlying physics associated with the
separation, transition, and reattachment processes of the laminar
boundary layer on the low-Reynolds-number airfoil.

The surface pressure mapping and detailed PIV measurements
clearly revealed that the laminar boundary layer would stay firmly
attached to the airfoil surface as the adverse pressure gradient over
the airfoil upper surface was rather mild at relatively small AOA
(i.e., AOA<8.0 deg). As the AOA became greater than 8.0 deg,
the increased adverse pressure gradient caused the laminar bound-
ary layer to separate from the airfoil upper surface. The separated
laminar boundary layer was found to rapidly transit to turbulent
flow by generating unsteady Kelvin—Helmbholtz vortex structures.
When the adverse pressure gradient was adequate (i.e., AOA
<12.0 deg), the separated laminar boundary layer was found to
be able to reattach to the upper surface of the airfoil as a turbulent
boundary layer. As a result, a laminar separation bubble was
formed on the airfoil. The length of the laminar separation bubble
was found to be about 20% of the airfoil chord length and its
height only about 1% of the chord length. While the total length of
the laminar separation bubble was found to be almost unchanged
regardless the AOA, the length of the laminar portion of the sepa-
ration bubble was found to slightly increase, and the turbulent
portion became slightly shorter with the increasing AOA. The
separation bubble was found to move upstream to approach airfoil
leading edge as the AOA increased. The laminar separation bubble
was found to burst, causing airfoil stall, when the adverse pressure
gradient became very significant at AOA= 12.0 deg.

The detailed PIV measurements elucidated many details about
the transient behavior of the laminar boundary layer separation,
transition, and reattachment on the low-Reynolds-number airfoil.
The transition process of the separated laminar boundary layer
was found to be accompanied by the significant increase of Rey-
nolds stress in the flow field. The measured TKE distributions
clearly revealed that the reattached turbulent boundary layer was
much more energetic, thus more capable of advancing against an
adverse pressure gradient without flow separation, compared to
the laminar boundary layer upstream the separation bubble. As a
result, the reattached turbulent boundary layer was found to stay
firmly attached to the airfoil surface from the reattachment point
to the trailing edge of the airfoil. The critic points (i.e., separation,
transition, and reattachment points) of the separation bubble iden-
tified from the PIV measurements were found to agree well with
those estimated based on the surface pressure measurements.

051101-10 / Vol. 130, MAY 2008

The lift coefficient of the airfoil was found to linearly increase
with the increasing AOA when the AOA is relatively small, while
the drag coefficient of the airfoil was found to be very small. After
the formation of the laminar separation bubble on the airfoil at
AOA =8.0 deg, the increase rate of the airfoil lift coefficient was
found to considerably degrade and the airfoil drag coefficient was
found to increase much faster with increasing AOA. As the AOA
became much higher (i.e., AOA=12.0 deg), where the separation
bubble was found to burst to cause airfoil stall, the lift coefficient
of the airfoil was found to dramatically drop, and the airfoil drag
coefficient was found to significantly increase.
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Computational Modeling and
Simulation of a Single-Jet Water
Meter

A single-jet water meter was modeled and simulated within a wide measuring range that
included flow rates in laminar, transitional, and turbulent flow regimes. The interaction
between the turbine and the flow, on which the operating principle of this kind of meter
is based, was studied in depth from the detailed information provided by simulations of
the three dimensional flow within the meter. This interaction was resolved by means of a
devised semi-implicit time-marching procedure in such a way that the speed and the
position of the turbine were obtained as part of the solution. Results obtained regarding
the turbine’s mean rotation speed, measurement error, and pressure drop were validated
through experimental measurements performed on a test rig. The role of mechanical
[riction on the performance of the meter at low flow rates was analyzed and interesting
conclusions about its influence on the reduction of the turbine’s rotation speed and on the
related change in the measurement error were drawn. The mathematical model developed
was capable of reproducing the performance of the meter throughout the majority of the
measuring range, and thus was shown to be a very valuable tool for the analysis and
improvement of the single-jet water meter studied. [DOI: 10.1115/1.2911679]
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1 Introduction

Single-jet meters are widely used for measuring water con-
sumption in industrial, commercial, and residential applications.
Their broad measuring range and remarkable low-flow sensibility,
along with their long-term durability, make single-jet water meters
a cost-effective choice for general billing purposes. Basically, they
consist of a turbine contained in a chamber that rotates due to the
torque imparted by a jet—formed as the flow enters the
chamber—that impacts several of its vanes (Fig. 1). The speed at
which the turbine rotates is expected to be proportional to the flow
rate, so that the number of revolutions that the turbine turns is
thereby proportional to the water volume delivered through the
meter. The proportionality constant is usually known as the meter
factor K (given in revolutions per volume unit) and it is deter-
mined for each meter design by experimental calibration.

However, the speed of the turbine is not exactly proportional to
the flow rate and hence there exists a deviation between the vol-
ume registered by the meter—as K~! times the number of revolu-
tions given by the turbine—and the actual water volume delivered
through it. This error in volume measurement depends on the flow
rate and its variation throughout the measuring range of the meter
is represented in the so-called error curve (Fig. 1). Manufacturers
provide this curve together with the pressure drop curve, showing
that the meter meets the requirements of the applicable standard
(e.g., ISO, AWWA) regarding accuracy and maximum pressure
drop.

Despite their simple operating principle, single-jet meters are
difficult to theoretically analyze. On the one hand, the driving
torque exerted by the jet depends on the position of the turbine,
and it can hardly be quantified due to the complex interference
that exists between the vanes impacted. On the other hand, the
turbine is not likely to rotate with constant speed owing to the
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variable torque exerted by the jet, so it is also complicated to
estimate the retarding torque produced upon the vanes of the tur-
bine that are not impacted by the jet and which drag water. In
addition, there is a nonhydraulic torque related to mechanical fric-
tion that acts against the rotation of the turbine. This torque is also
difficult to quantify, although it is known to be significant only in
the lower part of the measuring range [1], where it is responsible
for the steep decline that is often observed in the error curve (see
Fig. 1). In one of the few studies found in the bibliography, Chen
[2] proposed a very simplified theoretical model for these forms of
torque that assumes that the turbine rotates at a strictly constant
speed for a given flow rate and that there is no interference be-
tween the vanes impacted by the jet. Moreover, it accepts that the
torque on each vane is constant regardless of the position of the
turbine and only depends on whether the vane is impacted by the
jet or if it drags water. With these hypotheses and introducing an
empirical constant to the model, he was able to reproduce the
error curve of a specific design. However, the model is not ca-
pable of predicting the effect of the main design parameters on the
performance of the meter, and therefore it cannot be employed for
design purposes.

Due to the lack of a solid theoretical basis, the design and
improvement of single-jet water meters have been mainly
achieved so far by means of the experience gathered by each
manufacturer in costly experimental procedures. This methodol-
ogy involves building expensive prototypes and a large number of
tests, which are limited to assessing the error and pressure drop
curves of the new meter designs. Therefore, improvements in per-
formance obtained with this methodology are often difficult to
interpret and are not universally applicable.

Alternatively, computational fluid dynamics (CFD) techniques
have been successfully employed for the study of several types of
flow meters that, such as single-jet meters, have an operating prin-
ciple based on the interaction between the flow and a moving
element. Buckle et al. [3] studied the laminar flow around the float
of a variable area flow meter and found reasonable agreement
between the computed velocities and the Laser Doppler Anemom-
etry (LDA) measurements they performed. They concluded [4]
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Fig. 1 Single-jet water meter: schematic of the operating prin-
ciple (left) and typical error and pressure drop curves (right)

that the discrepancies were probably due to the asymmetry in the
experimental flow. Xu [5] studied the flow around an isolated
blade of an axial turbine flow meter and calculated the torque
exerted by the flow on a radial section of the blade at different
angles of attack and flow rates. These torques were later intro-
duced in an analytical model of the flow meter [6] that also in-
cluded all other torques applied to the turbine (e.g., bearing fric-
tion). The prediction of the error curve of the flow meter showed
good agreement with the curve experimentally obtained. Aboury
et al. [7] worked on an oscillating-piston water meter model. They
used a deforming mesh and an implicit fluid-rigid body interaction
algorithm and were able to quite accurately predict the error curve
of the meter.

In the present study, the CFD based procedure described by
Sénchez and Rivas [8] has been followed to develop a computa-
tional model for studying the performance of a single-jet water
meter throughout a wide measuring range, which includes flow
rates in laminar, transitional, and turbulent flow regimes. A semi-
implicit time-marching procedure has been devised to resolve the
complex interaction that exists between the flow and the turbine.
This interaction has been studied in detail and the torques and
turbine speed involved, which depend on the turbine position,
have been calculated, so that valuable information for design pur-
poses has been obtained. Results obtained regarding the turbine’s
mean rotation speed, measurement error, and pressure drop have
been validated through experimental measurements performed on
several units of the meter. The effect of mechanical friction on the
lower part of the measuring range has been analyzed by consid-
ering different constant values of the associated retarding torque.
The computational model is capable of reproducing the perfor-
mance of the meter in this range when a specific amount of fric-
tion is considered.

2 Description of the Meter Studied

The meter studied (Fig. 2) is a noncommercial design that has

Fig. 2 Geometry of the single-jet water meter studied
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Table 1 Summary of studied flow rates and corresponding
pipeline Reynolds number and expected mean turbine speed
(@7 expectea=27KQ/3600, where Q is the flow rate in 1/h)

Flow rate (1/h) Repipetine OF expected (Tad/s)

15 352 0.95
22.5 528 1.42
30 704 1.90
60 1410 3.80
120 2820 7.60
300 7040 19.0
450 10,600 28.5
750 17,600 47.5
1500 35,200 95.0
3,000 70,400 190

been built following industry standards and can be considered as
prototypical of a single-jet water meter for residential applica-
tions. Its five-vane turbine is contained in a cylindrical chamber
that is enclosed by two ribbed plates above and below. The turbine
is mounted on a pivot bearing and it has a magnet to transmit the
number of revolutions by a magnetic coupling to the mechanical
register located in a watertight enclosure. The gear ratio of the
register is such that 1 litre is recorded whenever the turbine has
turned 36.27 revolutions; thus the meter factor K is 36.27 rev/l.
Both inlet and outlet pipes have straight ends that are aligned with
the axis of the pipeline, but they are angled as they approach the
chamber. In the case of the inlet pipe, the internal diameter is
progressively reduced and the inlet strainer has been removed for
simplicity.

The measuring range of single-jet water meters in residential
applications usually expands from 15 1/h to 3000 1/h. Ten differ-
ent flow rates within this range have been studied, so as to provide
sufficient data to determine the overall performance of the meter.
Table 1 shows the flow rates studied together with the correspond-
ing Reynolds number based on the pipeline’s internal diameter
(15 mm) and the expected mean turbine speed, which is the result
of the established meter factor. Taking into account the pipeline’s
Reynolds number, the flow within the meter is expected to be fully
turbulent from 300 1/h. At lower flow rates, the flow might enter
the meter in laminar regime and undergo a transition to turbulent
regime inside. This transitional regime is more likely to happen in
the case of 120 1/h and 60 1/h, even more so if the diameter
reduction in the inlet pipe is taken into account. Because of this
uncertainty about the possible transition to turbulence within the
meter, simulations of flow rates up to 120 I/h have been per-
formed considering the flow both in laminar and transitional
regimes. Higher flow rates have only been simulated as fully
turbulent.

3 Mathematical Model

Since the operating principle of the single-jet water meter is
based on the interaction between the flow and the turbine, both
water flow and turbine rotation have to be modeled and coupled in
order to simulate the performance of the meter. The mathematical
model developed considers the two-way coupling.

¢ Flow to turbine: The torque exerted by the flow is included
in the differential equations that define the rotation of the
turbine (Sec. 3.2). At each instant, the torque is computed
and the speed and position of the turbine recalculated by
integrating these equations.

e Turbine to flow: Time dependent position and speed of the
turbine are included in the computation of the water flow.
On the one hand, the domain in which the water flow is
calculated is variable in time and accommodates the posi-
tion of the turbine at each instant (Sec. 3.1). On the other
hand, the velocities of water particles in contact with the
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turbine are set at each instant to those of the turbine points
by the nonslip boundary condition (Sec. 3.3).

As a result of solving the interaction between the turbine and
the water flow, the variations of both the torque exerted by the
flow and the rotation speed of the turbine will be obtained. They
are expected to periodically vary since the five-vane turbine re-
covers the same position each 72 deg (27/5 rad).

3.1 Flow Domain. The flow domain (Fig. 3) is defined as the
volume delimited by the internal geometry of the meter, the tur-
bine, and two sections of the pipeline to which the meter is
threaded in its normal installation. As explained before, the flow
domain is variable in time because the turbine rotates and occu-
pies a different position at each instant. The pipeline has an inter-
nal diameter of 15 mm, and its sections before and after the meter
are 15 mm and 90 mm long, respectively; these sections are con-
sidered long enough for the boundary conditions prescribed at
their ends to be realistic (see Sec. 3.3).

3.2 Governing Equations

Water Flow. The flow within the meter is considered incom-
pressible. Different forms of the Navier—Stokes equations are used
depending on whether the flow rate simulated is considered as
being in a laminar, transitional, or fully turbulent regime. When
the flow is considered laminar, the unsteady Navier—Stokes equa-
tions are employed, which in vector form can be written as

V.u=0 (1)

Ju 1
E+V-(uu):——Vp+V-[v(Vu+Vu7)] (2)
p
On the other hand, the unsteady Reynolds averaged Navier—
Stokes (URANS) equations are used when the flow is considered
transitional or fully turbulent. Since the Boussinesq hypothesis [9]
is adopted, these equations are as follows:

V-U=0 (3)
@+V-(UU)=—1VP+V-{(V+ v,)[VU+VU7]—gkI}
ot p 3
4)

In these equations, the magnitudes that appear in capitals refer
to ensemble averaged values; v, and k stand for kinematic eddy
viscosity and turbulence kinetic energy, respectively, and they
have to be calculated using a turbulence model. The two-layer
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approach of Chen and Patel [10] has been used for this aim, com-
bining the two-equation realizable k- model [11] with the one-
equation model of Wolfshtein [12], which is more suitable for
reproducing viscous effects close to solid walls. Both models
solve the same transport equation for k but calculate € and v, in a
different way. A smooth merging between the results of the two
models is achieved by means of the blending functions proposed
by Jongen and Marx [13].

The computation of transitional flows is currently an active
topic of research. Customary turbulence models fail even in the
prediction of the simplest case, so some specific models or modi-
fications to the usual models have been proposed for the different
types of transition [14,15]. Neither the realizable k-& model nor
the Wolfshtein model is suitable for accurately predicting the on-
set of transition from laminar to turbulent regime, although the
latter can be tuned for transitional boundary layer calculations as
explained by Rodi [16]. Therefore, simulations of the lower flow
rates in transitional regime cannot be expected to reproduce tur-
bulent quantities, such as v, and k, accurately. However, the im-
pact of this restraint on the prediction of the integral quantities of
interest, such as the rotation speed of the turbine, can be expected
to be limited. The latter will be assessed comparing the results
obtained with experimental measurements.

Turbine Rotation. Considering the turbine as a rigid body, its
rotation is governed by the following system of ordinary differen-
tial equations:

dwr
I;——=Tp—Tpg— Tk

d (5a)

der
L=,

dt (55)

where /7 is the turbine’s inertia moment, w; and ¢y are its rotation
speed and angular position, and T, Tpg, and Ty are the torques
produced by the flow about the axis of the turbine, the pivot
bearing, and the registration system, respectively.

The torque imparted by the flow (7F) is the sum of the driving
torque due to the impact of the jet on some of the vanes and the
retarding torque due to the fact that the rest of the turbine drags
water. Its magnitude depends on both the position and the speed of
the turbine and it increases with the flow rate since both the mo-
mentum flux of the jet and the speed with which the turbine drags
water become greater. This torque is calculated at each time step
by integrating the torque of the pressure and shear forces about
the rotation axis (k) along the surface of the turbine (A;) (see Fig.
3):

Tp= Jfr/\(—pn+rw)dA -k (6)
Ap

On the other hand, the torques produced by the pivot bearing
(Tpg) and the registration system (7%) are owing to mechanical
friction and always oppose the turning of the turbine, thereby
slowing it down. The former is due to the contact that exists
between the turbine and the pivot bearing around which it rotates.
The latter is the torque needed to overcome the friction between
the gears of the mechanical register and is transmitted to the tur-
bine by the magnetic coupling. These two torques are not easy to
model and will be combined into a single term: mechanical resis-
tance torque (Tyr), which encompasses the effect of mechanical
friction overall. Since the effect of mechanical friction has been
reported to be of importance only in the lower part of the measur-
ing range [1,17], mechanical resistance torque can be expected to
be significant compared to the torque exerted by the flow only at
low flow rates, where this torque is rather small. Because of the
uncertainty about the magnitude that the mechanical resistance
torque may have, different possible values will be considered in
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Table 2 Numerical schemes used in simulations

Numerical
Transport equation terms scheme Refs.
Unsteady Second order
Diffusive Second order centered
Convective Second order upwind [21]
Source Midpoint rule
integration
Pressure-correction SIMPLEC [22]
algorithm
Velocity interpolation Rhie-Chow [23]

in continuity equation

the simulations of flow rates up to 120 1/h. This torque will not be
regarded, however, in the simulations of higher flow rates.

3.3 Boundary Conditions. Boundary conditions for the water
flow are applied at the walls of the meter and the pipes, at the
surface of the turbine, and at the ends of the pipe sections (Fig. 3).
In the case of the walls and the surface of the turbine, the nonslip
velocity condition is imposed so that the fluid has the same veloc-
ity as the wall. In the simulations in transitional and turbulent
regimes, they have been considered as smooth walls for shear
stress calculation.

At the inlet, profiles corresponding to fully developed flow are
prescribed for the velocity and—in the case of flows in turbulent
regime—for the turbulence kinetic energy (k), and its dissipation
rate (&). In simulations in transitional regime, the velocity profile
is that of the fully developed laminar flow and & and ¢ are set at
very small constant values that make the turbulent viscosity ratio
(v,/v) of the order of 107>. Fully developed flow profiles have
been obtained by means of a separate simulation of the corre-
sponding flow rate in an infinite 15 mm diameter pipe, following
the method described by Murthy and Mathur [18].

At the outlet, only the value of the static pressure is specified;
the remaining flow variables are extrapolated from within the flow
domain itself. The value given is zero gauge pressure. Since the
flow has been modeled as being incompressible, only pressure
gradients are significant, so any other constant value prescribed
would lead exactly to the same result but with a shift in the pres-
sure field of this constant value. The election of zero gauge pres-
sure helps minimize the round-off error in the calculations [19].

Initial conditions are also to be equally provided for the flow
variables and for the position and speed of the turbine. They are
described below where the full process of initialization is ex-
plained (Sec. 4.2).

4 Numerical Simulation of the Mathematical Model

The unstructured CFD code FLUENT V.6.3 has been used to nu-
merically solve the mathematical model. The time-marching pro-
cedure used for resolving the interaction between the turbine and
the flow has been implemented with the help of the user defined
functions of the code. FLUENT uses the finite volume method [19]
to discretize the flow-governing equations with a collocated vari-
able arrangement. The equations are integrated in each mesh cell
and the resulting integrals approximated using a multidimensional
linear reconstruction approach [20]. Numerical schemes used in
the simulations are listed in Table 2.

4.1 Flow Domain and Time Discretization. The flow do-
main has been discretized by means of an 815,000 hexahedral
element mesh (Fig. 4). A cylindrical sliding mesh zone has been
defined, which rotates together with the turbine while it slides past
the mesh of the rest of the domain. Consequently, the discretized
flow-governing equations are modified within this sliding mesh
zone to account for the velocity of the cell faces. The nonconfor-
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Rotating
Mesh

Fig. 4 Computational mesh with details of the moving mesh
zone and the nonconformal mesh connecting the chamber and
the outlet pipe

mal interface that exists between the rotating and the static mesh
zones is treated employing the method described by Mathur [24],
which avoids the need for interpolation and preserves the order of
the numerical schemes at the interface.

A nonconformal interface has also been used at the intersection
of the chamber and the outlet pipe because there is a tangential
point between them that would otherwise make the mesh of very
poor quality. This procedure was not necessary at the intersection
of the inlet pipe and the chamber since there is no tangency; there
the mesh is fully conformal. Mesh points have been clustered near
the walls of the chamber and the turbine to correctly resolve the
boundary layers involved in the turbine-flow interaction. How-
ever, since boundary layers become thinner as the flow rate in-
creases, a worse resolution of the boundary layers and larger val-
ues of y* at wall-adjacent cells have to be anticipated in the case
of the highest flow rates.

The time step size (Az) has been set for each simulation so that
approximately 1200 integration steps (Nyeps) are given in each
revolution of the turbine (Eq. (7)). Specifically, it has been At
=5X 1073 s in the simulation with a flow rate of 15 1/h and Ar
=2.5X 1073 s in the simulation with 3000 1/h. With the time step
size so calculated, the turbine turns A¢@;=~0.3 deg on average
between two consecutive time steps. This angle of rotation is
fairly smaller than the angle that Benra [25] recommended for a
realistic unsteady simulation of the flow within a pump, and thus
it is judged to be small enough to provide accurate results in this
particular case.

Are— 2T 7)

N, slepsz,expected

4.2 Initialization of the Simulations. A steady solution was
first obtained prior to each simulation with the turbine set at a
specific motionless position. The transient simulation was then
initiated with the values of the flow variables obtained and the
rotation speed of the turbine being progressively increased until
the value expected for the corresponding flow rate was reached
(see Table 1). Five time steps with linearly increasing speed were
enough to reach the desired value in all cases. The rotation speed
was maintained constant until the flow became almost periodic
after the turbine had completed two turns. Thereafter, the speed
and the position of the turbine were calculated at each time step
following the time-marching procedure described below.
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dure devised to handle turbine-flow interaction

4.3 Numerical Procedure to Handle Turbine-Flow
Interaction. A semi-implicit time-marching procedure has been
devised to deal with turbine-flow interaction (Fig. 5). Actually, the
inertia moment of the turbine is very low and its rotation speed
has shown to be very sensitive to the torque exerted by the flow.
This makes the required time step size extremely small in order
for the explicit time marching to be stable. The proposed time-
marching procedure implicitly treats the turbine’s rotation speed
to overcome this restriction. The position, however, is explicitly
treated. The procedure follows the steps described below:

(1) The rotation speed of the turbine is set at the beginning of
each iteration step (7). In the first ten steps (j<10), the
rotation speed is maintained constant with the value ob-
tained by linear extrapolation of the speeds at the last two
time steps. From then on (j>10), the rotation speed calcu-
lated in the previous iteration step (see Eq. (8)) is under-
relaxed and imposed on the turbine. A relaxation factor of
@=0.3 has been used.

(2) Once the rotation speed of the turbine has been established,
the flow-governing equations are solved by means of the
pressure-correction algorithm SIMPLEC, using an implicit
point Gauss—Seidel method accelerated by an algebraic
multigrid strategy.

(3) Next, the torque exerted by the flow is calculated with the
values of velocity and pressure just obtained. This value is
then used to compute the rotation speed for the next itera-
tion step by integrating Eq. (5a) with the second order
scheme:

4 1 2 At

o= =0 == (T =T 8

T =30 <3 3 Ir( )~ Twr)  (8)

When mechanical resistance torque (Tyg) is considered,

i.e., in flow rates up to 120 1/h, it is regarded as indepen-

dent of the rotation speed, so it is not recomputed in each
iteration step.

(4) Convergence is judged by checking (i) that the scaled re-

siduals of the flow-governing equations in the iterative pro-

cess are below 1077 and (ii) that the variation of the rotation
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speed in two consecutive iteration steps is less than a
0.001%. Both requirements are usually met after 25 itera-
tion steps.

(5) Once convergence is achieved, the rotation speed of the
turbine is set to the last value calculated and its position in
the next time step is calculated with Eq. (9). The sliding
mesh is then moved to the new position and a new time
step begins.

n- 4 n 1 n— 2 U
‘PTH:EQDT_E‘PT 1+§Atwr )

This procedure has two important advantages. First, the sliding
mesh is only moved at the end of the time step, once the iteration
process has been converged. The fully implicit approach, as that
proposed by Aboury et al. [7], requires the readjustment of the
position of the turbine within the iterative process of each time
step, which makes the calculation more costly. Second, the im-
plicit treatment of the turbine’s speed guarantees that energy con-
servation in the fluid-solid interface is accomplished. As noted by
Le Tellec and Mouro [26], this characteristic is essential both for
preserving stability and ensuring the long-term accuracy of the
numerical computation.

4.4 Convergence and Verification of the Simulations. Once
the time-marching procedure is started it, nearly takes three com-
plete revolutions of the turbine for each simulation to reach a
periodic flow solution. Thereafter, the torque exerted by the flow
and the rotation speed of the turbine repeat each time period 7T,
which is the time needed for the turbine to complete 72 deg and
recover the same position. However, in the case of flow rates
ranging from 30 1/h to 120 I/h, the simulations performed as-
suming a laminar flow regime did not reach a periodic flow solu-
tion. Indeed, the nonperiodicity was more marked as the flow rate
increases. This fact has been judged as an indicator that the flow is
actually in transitional regime at these flow rates, and therefore,
only the periodic torque and speed results obtained in this regime
have been considered. On the other hand, simulations with 15 1/h
and 22.5 1/h performed considering a laminar flow regime did
reach a periodic flow solution. This fact would confirm that the
flow is actually laminar at these two flow rates. Consequently, the
results obtained from these simulations have been considered in-
stead of those obtained assuming a transitional flow regime. In
any case, the results obtained in both regimes showed minimum
differences with regard to the torque exerted by the flow and the
turbine’s rotation speed.

The simulations have been considered as converged once the
mean rotation speed of the turbine does not change more than
0.01% from period to period. A runtime of nearly 900 h in a PC
with a 2.8 GHz Intel processor was typically necessary to attain
this level of convergence. As will be shown below, the variation of
the torque exerted by the flow and the turbine’s rotation speed in
each period is quite smooth, so the numerical dispersion related to
time integration is believed to be rather low.

All simulations have been repeated in a coarser mesh of
410,000 elements in order to estimate the discretization error. This
mesh has been obtained applying a coarsening factor of 1.25 in
each coordinate direction of the original mesh. Accordingly, the
time step size used in the simulations has been 1.25 times larger.
The discretization error corresponding to the mean rotation speed
of the turbine has been estimated by the extrapolated relative
error proposed by Celik and Karatekin [27], using the formal
order of accuracy of the numerical schemes employed. The esti-
mated discretization error is below 1% in the case of the simula-
tions up to 300 1/h. It is higher in the simulations of flow rates
between 450 1/h and 3000 1/h, but it is still small, the highest
errors estimated being those of 1500 1/h and 3000 1/h, which are
2.3% and 1.7% respectively.
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Fig. 6 Schematic of the experimental test rig

5 Experimental Measurements for Model Validation

Experimental measurements have been carried out in a calibra-
tion facility (Fig. 6). It includes a constant head tank that allows a
steady water flow to pass through the meter by gravity, a series of
control valves and variable area flow meters to establish the de-
sired flow rate and a volume measuring tank into which the water
is discharged. The meter is threaded to a horizontal pipe with an
internal diameter of 15 mm. The pipe section before the meter is
250 mm long and is in turn preceded by a large radius bend;
hence, the flow is expected to be fully developed when it enters
the meter.

Three units of the meter have been constructed and tested in
order to obtain the error curve, the mean rotation speed of the
turbine, and the pressure drop. The results for each flow rate have
been obtained by averaging the measurements of the three runs
carried out with each unit. The dispersion of the data obtained in
different runs and different units was rather small. The difference
was less than 0.2% between data from the same unit and nearly
0.7% between data from different units.

Error in volume measurement is determined allowing a certain
amount of water to pass through the meter and comparing the
volume registered by the meter with the actual volume that is
ascertained in the measuring tank. In the case of flow rates be-
tween 15 1/h and 120 1/h, a 10 1 tank is used, whereas in the case
of higher flow rates, a 100 1 tank is utilized. Both tanks have a
calibrated sight glass for reading water volume in their upper part.
The time needed for total water volume to pass through the meter
was also measured in each experiment and it helped assess the
flow rate indicated by the flow meter by dividing the actual vol-
ume that had passed through the meter by the elapsed time. The
error curve of the meter has been obtained performing measure-
ments of the ten flow rates studied. The overall uncertainty in the
error has been calculated to be +0.3%.

Mean rotation speed of the turbine for a given flow rate is
inferred from the indication of the meter’s register. The number of
revolutions given by the turbine in an experiment is calculated
multiplying the registered volume by the meter factor K. The
mean rotation speed is then obtained dividing the number of revo-
lutions by the time elapsed in the experiment.

Finally, pressure drop is measured in the case of the highest
flow rates, namely, 450 1/h, 750 1/h, 1500 1/h, and 3000 1/h, us-
ing a differential pressure sensor connected to two pressure tap-
ings that are located 200 mm before and 150 mm after the water
meter, respectively. The pressure sensor has an uncertainty of
*1% of the full-scale reading, which is 2 bars. Pressure losses
provoked by the pipe sections that are not included in the math-
ematical model have been estimated and subtracted from the mea-
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surements. The pipes have a very low roughness and have been
considered as being hydraulically smooth, so their friction factor
has been calculated using the Blasius formula [28]. The subtracted
pressure losses represent about 4% of the measured value at all
four flow rates.

6 Results and Discussion

6.1 Study of the Turbine-Flow Interaction. The numerical
simulation of the flow within the single-jet water meter with dif-
ferent flow rates has allowed a detailed analysis of the interaction
between the flow and the turbine. For example, Figs. 7-9 show
some of the results obtained in the simulation of a flow rate of
3000 1/h. For this study, the initial position of the turbine (¢p
=0 deg) has been arbitrarily defined as that in which one of the
vanes impacted by the jet is perpendicular to the pipeline axis.
Additionally, the side of each vane that is directly impacted by the
jet when both come into contact is designated as the front side,
and the opposite side as the back side.

In Fig. 7, the calculated distributions of the velocity and the
static pressure in the midheight plane perpendicular to the turbine
axis are represented at six different positions of the turbine. They
show the complex interaction that exists between the flow and the
turbine, and especially between the jet and the two vanes that are
impacted by it. As the turbine rotates, Vane 1 comes into contact
with the jet and interferes with Vane 2, which progressively losses
the influence of the jet. In this process, the jet accelerates near the
tip of Vane 1 at the early positions (¢7=12-24 deg), producing a
low-pressure zone at the back side of the vane. In further posi-
tions, however, there is a pressure increase in the region between
the back side of Vane 1 and the front side of Vane 2 (¢r
=36-48 deg). It seems to be produced by the fact that a piece of
high-velocity fluid coming from the jet becomes confined within
this region and gradually decelerates. The low-pressure vortex that
is formed at the front of Vane 1 as a result of the high-shear layer
produced between the flow carried by the turbine and the jet slid-
ing across the front side of the vane is also noticeable. The de-
pression related to this vortex has been found to be more impor-
tant as the flow rate increases.

It is important to note that the pressure difference between the
inlet and the outlet of the meter is not constant but varies with the
position of the turbine. Figure 8 shows that the pressure difference
is the lowest at the initial position considered and has its largest
value at 14 deg, approximately. This variable pressure difference
is generated, not only by the hydraulic losses but also by the
energy interchange that exists between the turbine and the flow in
the chamber. Actually, it is the pressure at the inlet, which varies,
since the pressure at the outlet has been set constant. This fact
explains the variation of the pressure distribution in the inlet pipe
observed in Fig. 7. The pressure distribution in the outlet pipe,
however, is maintained nearly unchanged apart from the region
close to the intersection with the chamber, where it is somewhat
influenced by the passing of the vanes. This intersection is quite
abrupt and the flow considerably accelerates when it turns to leave
the chamber, forming a region with a negative gauge pressure.
This depression becomes more significant as the flow rate in-
creases, being as high as —100 kPa relative to the imposed outlet
pressure (i.e., zero gauge) in the case of the highest flow rate.
Since the outlet pressure would typically be between 500 kPa and
600 kPa in actual working conditions, the possible appearance of
cavitation at this point can be dismissed.

The torques exerted by the flow on each of the five vanes of the
turbine in a period are illustrated in Fig. 9(a). As expected, the
only vanes that provided a driving (positive) torque are those im-
pacted by the jet, i.e., Vanes 1 and 2, although it is not the case at
their early and late positions, respectively. The remaining three
vanes do not come into contact with the jet and they exclusively
drag water; hence, they are given only a retarding (negative)
torque. It is interesting to point out that it has been verified that
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height plane at different positions of the turbine.

the torques on the five vanes are mainly produced by pressure
forces, the shear forces contributing less than 1% at virtually all
the positions. The torques imparted to each of the five vanes have
been added together to compute the total torque produced by the
flow (TF). This torque is the only one applied upon the turbine in
the simulation because the mechanical resistance torque (7yr) has
been neglected in this case, as is the case in the remaining simu-
lations of flow rates above 120 1/h. Figure 9(b) depicts the varia-
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Fig. 8 Static pressure variation between the outlet and the in-
let of the meter during a period (Q=3000 I/h)
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tions of the total torque and the rotation speed of the turbine in a
period. The sign of the total torque points out whether the sum of
the torques on the vanes (and Ty;r when considered) results in a
driving or a retarding torque, and thus whether the turbine accel-
erates or decelerates. The peak to peak variation of the rotation
speed is as much as 20% of its mean value in the period
(188 rad/s in this case), as a result of the highly variable torque
exerted by the flow and the low inertia moment that the turbine
has. Logically, the peaks in rotation speed arise when all the driv-
ing and retarding torques applied upon the turbine cancel out and
the total torque is zero. Another characteristic of the total torque
applied upon the turbine that could be anticipated is that its aver-
age in one period is zero. This feature is needed for the turbine’s
rotation movement to be periodic.

As is clearly shown in Fig. 9, the computed driving and retard-
ing torques and turbine’s rotation speed are far from the assump-
tions of unchanging torque upon each vane and constant speed of
the turbine that are made in the simple analytical model proposed
by Chen [2]. In the case of Vanes 3, 4, and 5, the variation of the
retarding torque that they receive is related to both the change in
the turbine’s rotation speed and the proximity of either the inlet or
outlet pipes. Apart from the early positions of Vane 3, in which it
faces the effects of the flow exiting from the outlet pipe, the re-
tarding torques provided to these three vanes increase with the
speed of the turbine and reach the maximum very close to the
position at which the rotation speed of the turbine is the highest
(op=42 deg). Moreover, the torques are approximately the same
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Fig. 9 Periodical turbine-flow interaction (Q=3000 I/h): (a)
torque exerted on each vane and (b) total torque and rotation
speed of the turbine

in the range ¢7=30-48 deg, in which both Vane 3 and Vane 5 are
far from the outlet and inlet pipes, respectively. Out of this range,
the effect of the outlet pipe on the torque received by Vane 3 is
noticeable, with a significant maximum value at ¢7=12 deg that is
produced by a high pressure zone appearing at its back side when
it is about to finish passing across the pipe. The effect of the inlet
pipe on the torque upon Vane 5 from ¢;=48 deg on is more
modest, however, and the torque deviates only moderately from
those of Vanes 3 and 4, even when the vane is quite close to the
inlet.

The variations of the torques on Vanes 1 and 2 are even more
remarkable and clearly depend on the extent in which the vanes
are impacted by the jet rather than on the rotation speed of the
turbine. At the initial position (¢;=0 deg), only Vane 2 is im-
pacted by the jet and solely contributes to the driving torque,
which is overcome by the retarding torque provided to the rest of
the vanes. As the turbine rotates, Vane 1 comes into contact with
the jet and quickly starts to contribute to the driving torque. The
steep increase of this vane’s torque at the early positions is partly
produced by the low-pressure zone produced by the accelerated
jet at its back side. Although Vane 1 progressively interferes with
Vane 2 and reduces its torque, the overall driving torque received
by both vanes increases and prevails over the retarding torque,
producing the acceleration of the turbine. The total torque has its
maximum at a position of ¢r=18 deg approximately, just before
the driving torque provided to Vane 1 has its highest value (@7
~20 deg). Although in subsequent positions this vane takes up a
bigger portion of the jet, the pressure at its back side increases and
the driving torque that it receives diminishes. Simultaneously, the
driving torque produced on Vane 2 recovers and reaches its maxi-
mum (at ¢7=40 deg approximately) in spite of the interference of
Vane 1 that progressively blocks the jet. This growth is produced
because the pressure gradually increases at its front side and di-
minishes at the back side. Soon after this position, the retarding
torque overcomes the driving torque and the turbine starts to slow
down. The torque on Vane 2 decreases as this vane get closer to
the position of the outlet pipe at ¢;=60 deg, where the influence
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of the jet is almost completely lost. The torque applied to Vane 1
that has also been decreasing is recovered to some extent at the
end of the period, being the only contributor to the driving torque.

The variations of the torques and the rotation speed just dis-
cussed are similar in the case of the other flow rates studied,
although there are some differences that result in the expected
nonlinearity of the water meter’s measurements. The comparison
between the results obtained with different flow rates has been
carried out by means of the dimensionless form of the torque and
the rotation speed, which have been defined as

qf:% (10)
p

w
Q:WZ (11)

where V and d are, respectively, the mean velocity of the jet as it
enters the chamber and the distance between the axis of the jet and
the rotation axis (k). Both dimensionless torque and rotation
speed have been plotted in Fig. 10 versus the position of the
turbine for the ten flow rates studied. The results correspond to
simulations in which the friction torque has not been considered,
since only the effect of the flow rate is to be investigated. Figure
10(a) clearly shows that the dimensionless torque curves of the
flow rates in turbulent regime almost coincide, and thus that the
torque nearly scales with the square of the flow rate. The same can
be stated about the curves that correspond to flow rates in transi-
tional regime (30—120 1/h), as can be seen in Fig. 10(b). How-
ever, the curves of the flow rates in laminar regime (15 1/h and
22.5 1/h) differ somewhat from the curves corresponding to the
other flow regimes. Indeed, they posses higher maxima and have a
different form between ¢;=30-48 deg, but almost share with the
other curves the positions in which the torque becomes positive
(=6 deg); it has its maximum (@;= 18 deg), and its minimum
(pr=67 deg).

The calculated dimensionless mean rotation speed is directly
related to the measurement error predicted by the simulation. Ac-
tually, the percentage in which the calculated and the expected
mean rotation speeds differ is exactly the error made by the meter
in the measurement of the water volume that has passed through
(see the Appendix):

Qcalculaled — Qexgecled

Qexpected

Therefore, the nonlinearity of the measurements provided by
the meter is clearly shown in Figs. 10(c) and 10(d), since the
difference between the calculated and the expected dimensionless
mean rotation speeds varies with the flow rate. The errors in vol-
ume measurement corresponding to 3000 1/h and 30 1/h have
been indicated in these figures as an example. It is interesting to
point out that the way in which the dimensionless rotation speed
curves change with the flow rate depends on the flow regime. On
the one hand, in turbulent and transitional regimes, the shape of
the curve is maintained but the curve itself, in its entirety, shifts up
as the flow rate decreases, hence, so does the resultant dimension-
less mean rotation speed. The rise, however, is very modest be-
tween 60 1/h and 30 1/h and especially between 450 1/h and
300 1/h. On the other hand, in laminar regime, the whole curve
does not shift, but only the portion between ¢;=6-60 deg shifts
down as the flow rate decreases, so that the dimensionless mean
rotation speed diminishes. Certainly, results with more flow rates
in laminar regime would be necessary to assess this trend.

6.2 Validation of the Mathematical Model. The mathemati-
cal model has been validated by comparing the results of the
turbine’s mean rotation speed, error in volume measurement, and
pressure drop with the experimental measurements obtained in the
test rig. The mechanical resistance torque (7Tyr) has been kept out

(12)

Meas. Error =
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Fig. 10 Dimensionless torque and rotation speed curves with different flow rates: in turbulent regime ((a)
and (c)) and in transitional and laminar regimes ((b) and (d))

of this validation process because its actual value is not known, so
the numerical results compared correspond to simulations in
which this torque has not been taken into account. For this reason,
the results of low flow rates that are affected by mechanical fric-
tion should be expected to differ from those measured.

First, the mean rotation speed of the turbine has been calculated
in each simulation by averaging the instantaneous speed through-
out one period. The obtained mean rotation speeds are compared
to those experimentally measured in Fig. 11. As was expected,
they have been found to be approximately proportional to the flow
rate. Moreover, the agreement between the calculated and the
measured speeds is very good for flow rates higher than 22.5 1/h,
the difference being 3% at most (at 3000 1/h). The fact that the
discrepancy is small in the case of the three flow rates simulated
in transitional regime (30 1/h, 60 1/h, and 120 1/h) confirms that
the inability of the turbulence models used here to accurately pre-
dict the transition to turbulence has little impact on the capacity of

150

-
-
-

the model to forecast the mean rotation speed of the turbine. The
deviation found in the case of the two lowest flow rates is higher,
especially for 15 1/h, of which the calculated mean rotation speed
is 11% higher than the measured one. Interestingly, the mean
speeds calculated with these two flow rates are higher than the
measured ones, as is the case of 30 1/h and 60 1/h. It is consistent
with the fact that mechanical friction, which tends to slow the
turbine down, has not been taken into account. In the study about
the effect of the friction presented below, it will be confirmed that
these calculated speeds get closer to the measured ones when
friction is considered.

As discussed above, the pressure drop produced in the meter is
not constant in the simulations, but depends on the position of the
turbine. The mean pressure drop has been calculated for the flow
rates between 450 1/h and 3000 1/h by averaging its value
throughout one period. The predictions are in very good agree-
ment with experimental measurements, as is depicted in Fig. 12.
Both experimental and numerical results evidence a nearly qua-
dratic variation with the flow rate observed in many references

curves are plotted together in Fig. 13, where the accuracy require-
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higher flow rates. The deviation to more positive errors (i.e., more
volume registered) observed in the case of lower flow rates is
consistent with the fact that mechanical friction has not been con-
sidered. Actually, in the next section, the mathematical model will
be shown capable of reproducing the steep decline observed in the
experimental curve when mechanical friction is included.

With regard to the highest flow rates, namely, 1500 1/h and
3000 1/h, the deviation from the measurements might be due to
the combination of two causes. On the one hand, the computa-
tional mesh is probably not fine enough to accurately calculate the
thinner boundary layers found in such high flow rates. The higher
discretization error calculated in these simulations and the fact
that large values of y* (up to 30) exist at some wall-adjacent cell
zones would confirm this point. On the other hand, the rotation
speed of the turbine may be so important at these high flow rates
that the centrifugal forces to which the flow is subjected in the
chamber might have a significant impact on turbulence. The tur-
bulence models based on the Boussinesq hypothesis, such as the
ones employed in this study, are incapable of reproducing the
anisotropy of the Reynolds stresses caused by this phenomenon
and the result that this anisotropy has on the flow [9]. Therefore,
some differences between the calculated and the actual flows and,
ultimately, between the calculated and the experimental measure-
ment errors may be expected if the mentioned rotation effects are
significant. Nevertheless, these differences seem to be minor in
light of the comparison between the calculated and the measured
values.

6.3 Study of the Effect of Mechanical Friction on Meter
Performance. The results presented thus far correspond to simu-
lations in which the retarding torque due to the mechanical fric-
tion (Tyr) has not been considered. The discrepancies found in
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Fig. 13 Error curve. Measured versus calculated values.
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the lower part of the measuring range between the experimental
and the simulated mean rotation speed and measurement error
were thus anticipated, because the magnitude of the ignored me-
chanical resistance torque (Tyg) is likely to be similar to that
produced by the flow (7y) at such a low flow rates. However, the
performance of the water meter in the lower part of the measuring
range is very important to the designers, since this performance is
related to sensitivity, that being the water meter’s capability of
providing a measure at low flow rates with a margin of error that
meets legal requirements. Consequently, the effect of mechanical
friction on the turbine’s mean rotation speed and the meter’s error
curve has been analyzed using the mathematical model developed.

The main difficulty in undertaking this analysis is to determine
the mechanical resistance torque whether it be experimentally or
theoretically. In the present study, however, its magnitude has
been estimated as being of the order of 1077 N m from the values
of T calculated in the simulations with 15 1/h and 22.5 1/h when
the friction is not regarded. Moreover, its possible dependence on
the turbine’s speed has been neglected in such a way that its value
has been considered constant in each simulation. These two as-
sumptions are based on the fact that the importance of the flow
and the mechanical friction on the meter’s performance is similar
at low flow rates.

In this study, the mathematical model has been simulated with
flow rates between 15 1/h and 120 1/h using different values for
the mechanical resistance torque (Tyg) up to 5X 1077 N'm. The
values of the turbine’s mean rotation speed obtained from these
simulations are, obviously, smaller than those obtained when the
mechanical resistance torque was not factored in. However, a re-
markable result is obtained when the values of the reduction of
mean rotation speed are plotted against the values of Ty for a
constant value of the flow rate, as has been done in Fig. 14.
Interestingly, the reduction of the mean rotation speed is found to
be proportional to the value of Ty in which the constant of
proportionality is a function of the flow rate. Moreover, the effect
of a given constant value of the resistance torque on the mean
speed of the turbine notably decreases as the flow rate increases.
This trend was expected since 7 is nearly scaled with the square
of the flow rate (see Fig. 10) and quickly overcomes the friction
torque as the flow rate is increased. Indeed, the speed reduction
produced with 120 1/h is very small and it can be predicted to be
negligible in the case of higher flow rates. This result is in agree-
ment with the experiments of Arregui et al. [17] that carried out
accelerated wear tests on several single-jet water meters of the
same size and measuring range of that studied in this work and
concluded that the effect of the augmented mechanical friction
was only noticeable with flow rates of 120 1/h and below.

Another interesting result is shown when the error curves ob-
tained from the mathematical model considering mechanical fric-
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Fig. 15 Comparison between experimental and calculated val-
ues of measurement error and mean rotation speed with differ-
ent mechanical resistance torques (Tyg)

tion are represented. Figure 15 shows the change experienced by
the calculated error curve when different constant values of the
mechanical resistance torque are considered. The speed reduction
produced by this torque implies that less water volume is regis-
tered by the meter and therefore makes the measurement error
approach, or penetrate deeper into, the negative region. As the
value of the torque increases, the calculated error curve tends to
reproduce the steep decline observed in the experimental curve
and even matches with the latter at a value of 5% 10~ N m. These
results seem to confirm the initial hypotheses about the magnitude
of the mechanical resistance torque and its invariability with the
rotation speed of the turbine.

Furthermore, the results obtained in this study could be used by
the designers to quantify the effect that a reduction of the me-
chanical friction would have in the lower part of the error curve.
For example, if the related torque is reduced from 5
X 1077 Nm to 2X 1077 N m, the measurement error at 15 1/h
changes from —3% to +3% and the decline of the error curve is
notably minimized.

7 Conclusions

The mathematical model developed has allowed a detailed
analysis of the performance of a single-jet water meter to be car-
ried out within a wide measuring range, which expanded from
151/h to 3000 I/h and included flow rates in laminar, transi-
tional, and turbulent flow regimes. For this end, the simulations of
the three dimensional flow within the meter have followed a de-
vised time-marching procedure to resolve the interaction between
the flow and the turbine, thus providing the position and the rota-
tion speed as part of the solution. This feature allowed analyzing
the error curve of the meter, hence assessing its behavior as a
measuring device.

Moreover, the detailed information provided by the simulations
made it possible to thoroughly analyze the interaction between the
flow and the turbine. This interaction has proven to be very com-
plex since it comprehends the combined effects of the action of
the jet over two vanes, the resistance over the remaining vanes
that drag water, and the flow exiting from the outlet pipe. The
resulting torques exerted by the flow and variable speed of the
turbine have been analyzed in detail and have revealed the diffi-
culty of modeling the performance of a single-jet water meter with
a simple analytical model. Additionally, the dimensionless torque
and rotation speed curves have been presented for different flow
rates. In the case of the water meter studied, the changes in these
curves as the flow rate varies show different trends depending on
the flow regime. The different trends found in the dimensionless
rotation speed are directly related to the form of the error curve
obtained from the mathematical model.

Journal of Fluids Engineering

Three units of the analyzed water meter design have been built
and tested in an experimental test rig to validate the mathematical
model when the torque produced by the mechanical friction upon
the turbine is not considered. The simulated mean values of pres-
sure drop and the turbine’s rotation speed have been compared to
those experimentally obtained and have been found to be in good
agreement. Moreover, the error curve obtained from the math-
ematical model accurately reproduced the values and the trend of
the experimental curve in the range between 120 1/h and 750 1/h,
although deviated from it at lower and higher flow rates. These
divergences came from different sources. At higher flow rates, the
deviation could be related to an insufficient mesh resolution and to
the inability of the turbulence model to reproduce the effect of
rotation on turbulence. The deviation found at lower flow rates
came precisely from the fact that the torque produced by the me-
chanical friction had been ignored.

When the torque produced by the mechanical friction is taken
into account, the trend of the experimental error curve at low flow
rates is correctly reproduced by that obtained from the mathemati-
cal model. This result has been obtained by undertaking a study in
which different constant values of the retarding torque due to the
friction have been included in the mathematical model. This study
has led to two important conclusions. First, the mean rotation
speed of the turbine linearly decreases along the estimated retard-
ing torque value range. Second, it has been confirmed that the
effect of mechanical friction is only noticeable at low flow rates
(up to 120 1/h in this case). Finally, the study has shown to be
valuable for quantifying the effect that an improvement in the
mechanical friction would have on the error curve.

To sum up, the present study shows that mathematical modeling
and simulation using CFD techniques is a valuable tool for the
design of single-jet water meters, even more so if one considers
the difficulty of developing a simplified model of their perfor-
mance and the cost of extracting useful information from the ex-
periments. The encouraging results of this study have led to the
application of the proposed methodology in the identification of
the most important and influential design parameters, and finally,
to produce an optimum design.
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Appendix: Relation Between the Mean Rotation Speed
of the Turbine and Measurement Error

In the simulations, the error in volume measurement might be
calculated as the difference that exists in each period between the
actual volume delivered (V) and the volume registered by the
meter (Vregist)~

Meas. Error = VregisL - Vactual
actual

However, these volumes are directly related to the calculated
and expected turbine’s mean rotation speeds, so that the measure-
ment error can be calculated from these values. The relations are
shown below.

(A1)

(1) The actual volume delivered (V) equals the time period
T times the flow rate established in the simulation.
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vactual = TQ (A2)

Moreover, the calculated mean rotation speed is related to
the time period as

27/5

- (A3)
wT,calc.

Combining Egs. (A2) and (A3), the relation between the

actual volume delivered and the calculated mean rotation

speed is found to be

2m7/5
— 0

a)T,cach
(2) The volume registered in a period (Vegig) is one-fifth of the
volume registered in one revolution of the turbine.

Lo
Vregist. = EK

(A4)

Vaclual =

(A5)

Additionally, the expected mean rotation speed is related to
the meter factor K as

a_)T,expecled = 27TKQ (A6)

Combining Egs. (A5) and (A6), the relation between the
registered volume and the expected mean rotation speed is
found to be

2m/5
VregistA = Q
wT,expected

(A7)

Finally, substitution of Egs. (A4) and (A7) into Eq. (A1) yields
the expression of the measurement error that has been used in the
study:

T,calculated — wT,expected _ Qcalculated - Qexpected

)
Meas. Error =

E)T,cxpcctcd ‘Q'expected
(A8)
References
[1] Meinecke, W., 1984, “Measuring Characteristics of Water Meters,” Aqua, 4,
pp. 233-237.

[2] Chen, J. S. J., 2000, “On the Design of a Wide Range Mini-flow Paddlewheel
Flow Sensor,” Sens. Actuators, A, 87, pp. 1-10.

[3] Buckle, U., Durst, F., Howe, B., and Melling, A., 1992, “Investigation of a
Floating Element Flowmeter,” Flow Meas. Instrum., 3, pp. 215-225.

[4] Buckle, U., Durst, F., Kochner, H., and Melling, A., 1995, “Further Investiga-
tion of a Floating Element Flowmeter,” Flow Meas. Instrum., 6, pp. 75-78.

[5] Xu, Y., 1992, “Calculation of the Flow Around Turbine Flowmeter Blades,”
Flow Meas. Instrum., 3, pp. 25-35.

[6] Xu, Y., 1992, “A Model for the Prediction of Turbine Flowmeter Perfor-

051102-12 / Vol. 130, MAY 2008

mance,” Flow Meas. Instrum., 3, pp. 37-43.

[7] Abouri, D., Parry, A., and Hamdouni, A., 2004, “A Stable Fluid Rigid Body
Interaction Algorithm: Application to Industrial Problems,” 2004 ASME/JSME
Pressure Vessels and Piping Conference, San Diego, CA.

[8] Sénchez, G., and Rivas, A., 2003, “Computational Fluid Dynamics Approach
to the Design of a Single-Jet Water-Meter,” Pumps, Electromechanical De-
vices and Systems Applied to Urban Water Management, E. Cabrera and E.
Cabrera, Jr., eds., Balkema, Lisse, The Netherlands, Vol. 2, pp. 405-413.

[9] Wilcox, D. C., 1998, Turbulence Modeling for CFD, DCW Industries, La
Canada, CA.

[10] Chen, H. C., and Patel, V. C., 1988, “Near-Wall Turbulence Models for Com-
plex Flows Including Separation,” AIAA J., 26(6), pp. 641-648.

[11] Shih, T.-H., Liou, W. W., Shabbir, A., Yang, Z., and Zhu, J., 1995, “New k-&
Eddy Viscosity Model for High Reynolds Number Turbulents Flows,” Com-
put. Fluids, 24, pp. 227-238.

[12] Wolfshtein, M., 1969, “The Velocity and Temperature Distribution of One-
Dimensional Flow With Turbulence Augmentation and Pressure Gradient,” Int.
J. Heat Mass Transfer, 12, pp. 301-318.

[13] Jongen, T., and Marx, Y. P, 1997, “Design of an Unconditionally Stable,
Positive Scheme for the k- and Two-Layer Turbulence Models,” Comput.
Fluids, 26(5), pp. 469-487.

[14] Suzen, Y. B., and Huang, P. G., 2000, “Modeling of Flow Transition Using an
Intermittency Transport Equation,” ASME J. Fluids Eng., 122(2), pp. 273—
284.

[15] Menter, F. R., Langtry, R. B., Likki, S. R., Suzen, Y. B., Huang, P. G., and
Volker, S., 2006, “A Correlation-Based Transition Model Using Local
Variables—Part I: Model Formulation,” ASME J. Turbomach., 128(3), pp.
413-422.

[16] Rodi, W., 1991, “Experience With Two-layer Models Combining the k-&
Model With a One-equation Model Near the Wall,” AIAA Paper No. 91-0216.

[17] Arregui, F, Cabrera, E. J., Cobacho, R., and Garcia-Serra, J., 2005, “Key
Factors Affecting Water Meter Accuracy,” Leakage 2005, Halifax, Canada.

[18] Murthy, J. Y., and Mathur, S. R., 1997, “Periodic Flow and Heat Transfer
Using Unstructured Meshes,” Int. J. Numer. Methods Fluids, 25, pp. 659-677.

[19] Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere,
New York.

[20] Barth, T. J., and Jespersen, D., 1989, “The Design and Application of Upwind
Schemes on Unstructured Meshes,” AIAA Paper No. 89-0366.

[21] Mathur, S., and Murthy, J. Y., 1997, “A Pressure-Based Method for Unstruc-
tured Meshes,” Numer. Heat Transfer, Part B, 31(2), pp. 195-215.

[22] Vandoormaal, J. P., and Raithby, G. D., 1984, “Enhancements of the SIMPLE
Method for Predicting Incompressible Fluid Flows,” Numer. Heat Transfer, 7,
pp. 147-163.

[23] Rhie, C. M., and Chow, W. L., 1983, “Numerical Study of the Turbulent Flow
Past an Airfoil With Trailing Edge Separation,” AIAA J., 21(11), pp. 1525~
1532.

[24] Mathur, S. R., 1994, “Unsteady Flow Simulations Using Unstructured Sliding
Meshes,” AIAA Paper No. 94-2333.

[25] Benra, F. K., 2006, “Numerical and Experimental Investigation on the Flow
Induced Oscillations of a Single-Blade Pump Impeller,” ASME J. Fluids Eng.,
128(4), pp. 783-793.

[26] Le Tallec, P, and Mouro, J., 2001, “Fluid Structure Interaction with Large
Structural Displacements,” Comput. Methods Appl. Mech. Eng., 190, pp.
3039-3067.

[27] Celik, L., and Karatekin, O., 1997, “Numerical Experiments on Application of
Richardson Extrapolation With Nonuniform Grids,” ASME J. Fluids Eng.,
119, pp. 584-590.

[28] White, F. M., 2007, Fluid Mechanics, McGraw-Hill, New York.

[29] ISO 4064-1:2005, “Measurement of Water Flow in Fully Charged Closed
Conduits—Meters for Cold Potable Water and Hot Water—Part 1: Specifica-
tions.”

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Effects of Splitter Plates on
Turbulent Boundary Layer on a
Long Flat Plate Near the Trailing
Edge

An experimental investigation has been made on a turbulent boundary layer near the
trailing edge on a long flat plate. The flow was controlled by an additional splitter plate
fitted to the trailing edge along the wake centerline. The length of the splitter plate, I, was
varied from a half, to five times the trailing edge thickness, h. Measurements of base
pressure behind the trailing edge and of mean velocity and pressure distribution in the
turbulent boundary layer on the flat plate were made under the freestream zero-pressure
gradient. The absolute value of the base pressure coefficient of the long flat plate was
considerably smaller than that of the short flat plate without the splitter plate. A signifi-
cant increase in the base pressure coefficient was achieved with the splitter plate
(I/h=1), fitted to the long flat plate. Within an inner layer in the turbulent boundary
layer near the trailing edge, the mean velocity increased more than that in the upstream
position in the case without the splitter plate. With the splitter plate, however, the base
pressure rise made the mean velocity distribution more closely approach that of a fully
developed turbulent boundary layer. [DOI: 10.1115/1.2911683]
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1 Introduction

It has been known that the drag of a bluff body, such as a
circular cylinder, depends on the strength of separated vortex (ve-
locity gradient at a boundary layer before separation) affected by
the location of the separation point, which is determined by the
property of the boundary layer (laminar or turbulent), e.g., Tani
[1]. This suggests, therefore, the possibility of upstream boundary-
layer control by changing the vortex strength through adjusting
base pressure behind the body. As an attempt to this, in the present
study, we will investigate the possibility of controlling flow field
on a long flat plate owing to the base pressure rise with a splitter
plate fitted to the trailing edge of the flat plate. Concerning the
boundary-layer control with flow separation at its trailing edge, a
method using two dimensional trailing-edge spoilers (Bearman
and Trueman [2]) or flaps is not suited to the purpose of our study.

In an important study related to the present study, Bearman [3]
used a short flat plate with a 64 long (a base height of /) and
experimentally showed the variation in base pressure on the short
flat plate by using a splitter plate fitted to the trailing edge owing
to its length /. This bluff body model is cited by Apelt and West
[4], and we may suppose that the pressure drag is a major con-
tributor to the total drag from reading the related literature (e.g.,
Schlichting [5]). In a similar work on a circular cylinder with a
splitter plate placed along the centerline of the wake, Roshko [6]
controlled the vortex formation region behind the cylinder and
explained how base pressure rises. In addition, using DNS, Yao
and Sandham [7] reported the rise in base pressure coefficient by
changing the length of the splitter plate on a flow past the corner
of a trailing edge of a flat plate, which has a fully developed
turbulent boundary layer, as a result of the flow control. By refer-
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ring to these results, in contrast to a short flat plate in which the
pressure drag plays a major role, by using a long flat plate as in
the present study (length of 1004 and a turbulent boundary layer is
formed), investigation of the effects of the base pressure change
on the properties of the turbulent boundary layer (such as an in-
fluence on skin-friction drag) near the trailing edge will be mean-
ingful. On the other hand, concerning related studies on flow past
a backward-facing step, Eaton and Johnston [8] stated that the
value of ratio of the boundary-layer thickness at separation to the
step height &/ h, (6 as boundary-layer thickness, &, as step height)
is an important parameter, which dictates the flow field (whole
separated region) downstream of the step. In addition, Bradshaw
and Wong [9] showed that the strength of the perturbation (the
fraction of the shear-layer mass flow that is deflected upstream at
reattachment), which influences base pressure, can be classified
into three categories by the value of &/ h,. From both results, when
the length of the splitter plate / varies at a constant value of &g, the
change in 6 on the turbulent boundary layer near the trailing edge
or an acceleration (or a deceleration) effect caused by the change
of the base pressure is anticipated.

With the above results in mind, the objective of this work is to
investigate the properties in the boundary layer near the trailing
edge for which the base pressure changes according to the length
of the splitter plate, seven types of /, fitted to the trailing edge on
a long flat plate with a fully developed turbulent boundary layer.
The elucidation of the effects of splitter plates mentioned above is
expected to improve the stability (e.g., stall) and control of sepa-
rated vortex on aerofoils at the trailing edge or improve vortex-
induced vibration and noise occurring in downstream cascades.

2 Experimental Apparatus and Techniques

2.1 Configuration of Flow Field and Coordinate System. A
wind tunnel of open-circuit type has a 4000-mm-long working
section with an inlet area 527-mm-wide X 350 mm spanwise long.
A test flat plate 2000 mm long made of polyvinyl chloride (PVC)
is vertically set in the centerline of the test section in the front
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position. Figure 1 shows the schematic flow field (xy plane), test
flat plate, coordinate system, and nomenclature. The coordinates
of x and y are determined as the streamwise distance from the
trailing edge and the normal distance from the surface of the test
flat plate, respectively. To establish a developed turbulent bound-
ary layer, a trip wire 1 mm in diameter was placed at a down-
stream distance of 100 mm from the leading edge of the test flat
plate. In order to maintain the constant freestream static pressure
along the working section, the sidewalls and flaps of the test sec-
tion were adjusted. Thus, the freestream zero-pressure gradient
could be maintained for all experimental conditions. Measurement
of the freestream static pressure was conducted with wall static
pressure holes (40 holes each) at y=140 mm on the lower side-
wall, as shown by the dash-dotted line in Fig. 1. At the spanwise
center (cross section of z=0), experiments were made at unit Rey-
nolds number U,,/v of 9.93X 10’ m~' (U,,= 15 m/s, v as kine-
matic viscosity) based on the reference velocity, U,,. The Rey-
nolds number based on the length of the test flat plate, R,
=2U, /v, is about 2X10° The turbulent intensity in the
freestream is about 0.1%.

2.2 Splitter Plate. A splitter plate made of stainless steel is
2 mm thick X 350 mm spanwise long. It is vertically set in the
centerline of the test section just behind the trailing edge of the
test flat plate. The length of the splitter plate was adjusted /
=10 mm, 20 mm, 30 mm, 40 mm, 60 mm, 80 mm and 100 mm
(I1/h=0.5-5, seven types of /) in terms of the height of the test flat
plate &. The base pressure was controlled by changing the length
of the splitter plate.

2.3 Measuring Techniques. Measurement of the mean veloc-
ity was carried out with a single-hot wire probe (a tungsten fila-
ment 5 um in diameter and 1 mm in sensor length) operated by a
constant temperature anemometer. Instantaneous velocity signals
were converted into digital data sets with a sampling frequency of
10 kHz for 10 s, and the time-averaged velocity profiles were cal-
culated with a personal computer. Measurement of the static pres-
sure distribution in the boundary layer was conducted with a Pitot
static pressure tube 1.06 mm in diameter. Measurements of the
velocity and the pressure distribution are executed on the six cross
sections of x/h=-20, —10, =5, =2.5, —0.5, 0 (trailing edge). Mea-
surement of the base pressure was conducted with a base pressure
tube 1.06 mm in diameter with static pressure holes 0.3 mm in
diameter made of stainless steel the same as the above mentioned
Pitot tube. The base pressure tube was placed just behind the
trailing edge of the test flat plate, and the center of the holes was
located at a distance of 7 mm in the normal (y) direction from the
centerline of the flat plate.

The uncertainty in the measurement of the mean velocity was
less than 2% for velocities ranging from 4 m/s to 16 m/s and
around 5% for lower velocities. The pressure uncertainty was es-
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Fig.2 Base pressure coefficient. Uncertainty: less than 1% for

base pressure ranging from about -40 Pa (C,,~-0.3) to
-15 Pa(C,~-0.1).

timated to be less than 1% for base pressure ranging from about
—40 Pato —15 Pa, and around 1% and 4% for boundary-layer
pressures —8 Pa and -2 Pa, respectively.

3 Results and Discussion

3.1 Variation in Base Pressure Coefficient. Figure 2, which
contains the data from Bearman [3] and Nash et al. [10], shows
the effects of the length of the splitter plate /// on the base pres-
sure coefficient Cy,. Without splitter plates (//h=0), the value of
Cpp in the present data is about —0.28. This is about half of both
the value of Cp,=-0.58 obtained by Bearman [3] on a short flat
plate consisting of a half-ellipse leading edge and the value of
Cpp=-0.63 obtained by Nash et al. [10] on a short flat plate at 0.4
in Mach number consisting of a single-wedge forebody. This dif-
ference in the value of Cy, in the case without splitter plates for a
long and a short flat plate is important. Furthermore, the value of
Cpp in the present study is considerably smaller than that of
Roshko [6] in a circular cylinder of C,=-0.95 and those of
Apelt and West [4] both in a circular cylinder of Cy,=~1.2 and in
a normal flat plate of Cy,=~—1.55 (data not shown). Thus, the role
in base pressure change for a long flat plate is different from that
for a short flat plate, as mentioned in the Introduction.

Cpp in the present study increases depending on the length of
the splitter plates used. In particular, the value of C;, remains
nearly constant at —0.13 with slight scatters for 1/2=1, which
achieves a pressure recovery of about 50% compared to that of the
case without splitter plates. On the other hand, C};, monotonically
increases (pressure recovery) with increasing //h within the range
of I/h<1. The above mentioned approximate tendency of the
present results can also be seen in the case for a short flat plate in
Bearman [3] and Nash et al. [10] with slight scatters, as shown in
Fig. 2. The difference in the effects of splitter plates for //h<<1
and [/h=1 suggests that the splitter plates differently influence
the properties in the upstream boundary layer depending on I/, if
we assume that a value of base pressure is a scale that represents
the strength of a separated vortex.

Next, we examine the normalized nondimensional base pres-
sure coefficient C, and clarify the effects of the installation of
splitter plates for a short and a long flat plate, where C is defined
by the following:

C={Cpb = (Cpp)witout spY/(Cpp)without sP (1)

In Eq. (1), the difference from the reference value of Cy in the
case without splitter plates (indicated as “without SP”) is regarded
as the effect of the length of the splitter plate //h.

Figure 3, shows the variation of C along with //h, which also
shows the results from Bearman [3] and Nash et al. [10] for a
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short flat plate. The results show that for //h=0 (without SP) C
=0, for [/h<1 C rapidly decreases with increasing //h and for
I[/h=1 C has a minimum value of —0.55. Thereafter, C increases
slightly with increasing //h to the maximum value of —0.52 at
[/h=2 and beyond [/ h=2 C slightly decreases with increasing //h
and consequently for //h=4 C remains constant at —0.58. Al-
though the approximate tendency in C of the present study is
similar to that for the results in the short flat plate of Bearman [3]
and Nash et al. [10], a detailed comparison shows some differ-
ences between them: e.g., C is maximum at //h=1.5 in a short flat
plate of Bearman, while C is minimum at //h=1.5 and maximum
at [/h=2 in the short flat plate of Nash et al. This detailed com-
parison shows a somewhat different tendency in their results and
ours as well.

We will briefly examine why normalized nondimensional base
pressure coefficient C changes with //h and C has a minimum
value or a maximum value at certain values of [/h. First, as for
why C has a maximum value (base pressure coefficient Cyy, is
minimum) in the case without splitter plates (//2=0), we suppose
that is due to the occurrence of minimum pressure in a separated
bubble, in which the dividing streamline formed from a corner
(separation point) of a trailing edge of a flat plate has a maximum
curvature (e.g., Tani [11]). Second, as to the decreasing tendency
of C when a short splitter plate (I/h<1) is placed, we refer to the
description by Tombazis and Bearman [12]: “The argument put
forward as to why base drag is reduced is that if the vortex for-
mation length can be increased slightly then the volume of fluid in
the recirculation region increases and entrainment of a given
amount of fluid out of the base into the forming vortices will be
unable to sustain such a low pressure,” and we consider that the
vorticity weakens. Indeed, we confirmed the vortex strength ex-
pressed by the minimum pressure value on the wake centerline
showed a tendency for vortex formation to be suppressed (mini-
mum pressure is recovered and the position of the low pressure
called trough (Nash et al. [10]) is moved downstream) with the
splitter plate of //h=1, and the vortex shedding is weakened with
the splitter plate of //h>2 obtained by the preliminary examina-
tion. Accordingly, the strength of circulation, i.e., the ratio of the
velocity difference to the boundary-layer thickness in the up-
stream turbulent boundary layer, is considered to decrease com-
pared to the case without splitter plates. This suggests that the
increase in base pressure coefficient Cp, (decreasing in C) is a
result of the suppression of the acceleration tendency in the
boundary layer, as mentioned later. Last, in the case of //h=1, a
position x;, where pressure coefficient in a wake center (on the
splitter plate surface) has a minimum value is located the most
downstream. This implies that the length of the separated vortex
increases with increasing //h below [/h=1. On the other hand,
when a splitter plate longer than a certain length (e.g., 1/h=1.5)
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is placed, we suppose that the separated vortex does not move
much any longer with increasing //h. This suggests the possibility
that the variation in vorticity of the separated vortex is also small,
and then Cp;, will be kept nearly constant. Indeed, in the case of
1/h=1.5, X/ h was nearly constant at 1.05-1.1 obtained by the
preliminary examination. Moreover, in the case of //h=2, the re-
armost position of the splitter plate is close to the reattachment
point of the dividing streamline of the separated shear layer
(x,/h=2.4) obtained by the visualized experiment using a tuft
method for the case of //h=3. Therefore, it is clear that the sepa-
rated vortex approaches the rearmost position of the splitter plate,
as seen in the DNS result of Yao and Sandham [7], possibly by the
Coanda effect (e.g., Ref. 13) and Cy, slightly decreases (C in-
creases).

3.2 Mean Velocity Profiles in Boundary Layer Near Trail-
ing Edge of Flat Plate. In the previous section, it was found that
the base pressure coefficient changes depend on the value of //h,
and the variation is related to the properties of the upstream
boundary layer. Therefore, in this section, we will investigate the
characteristics of the mean velocity profiles in the boundary layer
near the trailing edge of the flat plate. Figure 4 shows the mean
velocity profiles in the boundary layer in the range of x/h=-20 to
0, and a comparison is made between the result in the case with-
out splitter plates and that in the case of /[/h=0.5-3. The mean
velocity U on the ordinate and normal distance from the flat plate
surface y on the abscissa are nondimensionalized with the local
velocity at the boundary-layer edge U, and the boundary-layer
thickness &, respectively. The results obtained at the trailing edge
position of the flat plate are plotted in the double scale, as shown
on the right-hand side on the ordinate. In the case without splitter
plates, at x/h=-20 and —10, the mean velocity profiles are com-
pletely kept similar to that in the fully developed turbulent bound-
ary layer on the smooth wall under the zero-pressure gradient in
Osaka et al. [14], where the Reynolds number based on the mo-
mentum thickness Ry for the present study is about 3400 in the
velocity profiles at x/h=-10. At the downstream position, the
velocity profiles in the inner layer (about the region of y/§=0.2)
of the boundary layer begin to deviate from that of the fully de-
veloped turbulent boundary layer under the zero-pressure gradient
or start to show a velocity excess (acceleration tendency). At the
trailing edge, x/h=0, the velocity excess reaches maximum and
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Fig. 5 Mean velocity excess

differences in U/ U, greater than 20% from that in the turbulent
boundary layer under the zero-pressure gradient are shown near
the wall.

Next, in the case with splitter plates, the velocity profiles at
x/h==5 begin to slightly deviate from those in the case without
splitter plates, provided the former velocity profiles are almost the
same as those of Osaka et al. [14] under the zero-pressure gradi-
ent. At the downstream position, with increasing x/h the velocity
profiles still start to show the acceleration tendency, which is sig-
nificant in the inner layer. However, the velocity excess from that
under the zero-pressure gradient is smaller than in the case with-
out splitter plates. At the trailing edge of the flat plate, although
not readily observable, the greater the length of the splitter plate
[/ h, the smaller the velocity excess. Note the clear difference be-
tween the profile in the case of //h=0.5 and that in the case of
I/h=1.

Therefore, in order to investigate in detail the effect of the
length of the splitter plate on acceleration tendency, the differ-
ences in the mean velocity profiles in the case with and without
splitter plates A(U/U,) are shown in Fig. 5, where A(U/U,) is
defined by the following:

A(UIU,) = (UIU,)yitn sp = (UIU,)yithout sp (2)

In Eq. (2), (U/U,)wimout sp is the reference value in the case with-
out splitter plates (where condition with splitter plates is indicated
as “with SP”). In addition, in order to investigate the normal ef-
fective length concerning the acceleration tendency, the abscissa
shows as the ratio of the normal distance from the flat plate sur-
face to the half of the height of the flat plate y/(h/2), provided
that the value of //h is in the range of 0.5-3. Since at x/h=-20
and —10, within the range of y/(h/2) <3, the value of A(U/U,) is
nearly zero, the effects of splitter plates cannot be seen at any
distance from the wall. At x/h==5, for y/(h/2)=1, A(U/U,) has
a small negative value, or the velocity is decreased by the instal-
lation of the splitter plates compared to the case without them. As
x/h increases further downstream, the absolute value of the nega-
tive A(U/U,) increases (the velocity decreases compared to that
in the case without splitter plates) and the effective distance from
the wall y/(h/2) increases. As for the approximate effect of the
length of the splitter plate [/ h, the greater the [/ is, the greater is
the absolute value of the negative A(U/U,) and the longer the
effective distance from the wall. At the trailing edge of the flat
plate, x/h=0, the splitter plate has a strong effect on velocity
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profiles, and the velocity excess has negative values over the
range beyond y/(h/2)=2.5. In addition, the effect of I/h on the
value of A(U/U,) is roughly grouped into the cases of [/h=0.5
and //h=1, and at the closest distance from the wall at the trailing
edge of the flat plate for I/h=0.5, the value of A(U/U,) is —0.03,
while for I[/h=1, the value of A(U/U,) is —0.1. Moreover, at
x/h=-0.5 for [/h=0.5, the value of A(U/U,) is nearly zero. Thus,
a shorter splitter plate has virtually no influence on the velocity
profiles except in the trailing edge position. In this manner, the
effect of //h on the mean velocity profiles is classified into two
categories, for the cases of //h<<1 and [/h=1. The results agree
with the effect of //h on the base pressure coefficient, as described
in Sec. 3.1.

3.3 Pressure Distribution in Boundary Layer Near Trail-
ing Edge of Flat Plate. As described in Sec. 3.2, since the instal-
lation of the splitter plate results in the suppression effect of the
mean velocity excess in the boundary layer near the trailing edge
of the flat plate, let us examine the variation of static pressure
distribution in the boundary layer accompanied by the change in
velocity. Figure 6 shows the variation of static pressure distribu-
tion C, along with the length of the splitter plate I/ within the
range of x/h=-20 to 0. The solid lines at each x/h location in
Fig. 6 indicate the pressure distributions at x/h=-20 in the case
without splitter plates under the zero-pressure gradient. First,
without splitter plates, at x/h=-20 over the whole region, both in
and out of the boundary layer, C, is nearly zero and its gradient
with respect to y is also zero. Second, at x/h=-10 and -5, while
keeping JC,/dy =0, C, has a negative value. As x/h increases
further downstream, the value of C, begins to significantly de-
crease. At the same time, the tendency of ac,/ dy>0 starts to
become stronger. At the trailing edge position of the flat plate, the
range where C), takes a negative value increases to y/ 6= 1.5.

With splitter plates, the distribution of C, is almost the same as
that without them in the range between x/h=-20 and —5. As x/h
increases further downstream, despite the marked decrease in the
negative value of C,, the degree of decrease in C,, is smaller than
in the case without splitter plates (the static pressure recovers).
From comparing the difference in the pressure distribution caused
by the change in the length of the splitter plate at x/h=0, the
effect of //h on C, can be roughly classified into two categories:
[/h=0.5 and I/h=1-5. The decreasing C, in the latter case is
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smaller than in the former case, and the gradient dC,/dy>0 is
also smaller in the latter case. This corresponds to the findings on
the velocity excess tendency in the mean velocity profiles affected
by I/h.

Next, we investigate the streamwise variation in the value of C]7
both at the boundary-layer edge (y/d=1) and at the height of the
inner layer (y/ 5=0.2). We then examine the acceleration tendency
in the boundary layer. First, for y/ =1, the value of C,, is negative
and its absolute value independently increases downstream of the
presence of splitter plates, that is, dC,,/ d(x/ h) <0 (favorable pres-
sure gradient), within the range of x/h=-20 to 0. Second, even in
the height of the inner layer (y/8=0.2) in the boundary layer, the
same tendency is also shown, but the degree of the pressure gra-
dient (absolute value of JC,,/d(x/h)) is larger than in y/6=1. Ac-
cordingly, it is found that as x/h increases further downstream
from x/h=-20 to the trailing edge of the flat plate, the pressure
distribution corresponding to the acceleration tendency is formed.
Furthermore, the velocity excess tendency strongly appears in the
inner layer.

3.4 Variation of Properties in Boundary Layer Near Trail-
ing Edge of Flat Plate. Since the effect of the installation of the
splitter plate on the mean velocity profiles was made clear in Sec.
3.2, let us examine the properties in the boundary layer in this
section. Figure 7 shows the streamwise variation in momentum
thickness 6 and Clauser’s shape parameter G. First, as for the
momentum thickness in the case without splitter plates in the up-
stream range before x/h=—10, @ increases in proportion to x*?,
which is similar to the development of the ordinary turbulent
boundary layer (e.g., Osaka et al. [14]). On the other hand, in the
downstream range after x/h=-10, the development of the bound-
ary layer is suppressed and the rate of increase in 6 decreases.
Changes in 6 switch to decrease in the downstream range after
x/h=-5, after which 6 rapidly decreases as x/h increases toward
the trailing edge (x/h=0) of the flat plate. In the case with splitter
plates in the upstream range before x/h=-10, 6 increases in pro-
portion to x*° just as with the development in the case without
splitter plates. Thereafter, the increase of 6 keeps appearing up to
x/h=-5. Changes in 6 switch to a decrease at x/h=-2.5, and the
degree of decrease in 6 is smaller than in the case without splitter
plates. As x/h increases further downstream to x/h=0, 6 remark-
ably decreases, but the amount of decrease in € is still small
compared to that in the case without splitter plates. At the trailing
edge of the flat plate (x/h=0), the amount of decrease in 6 sys-
tematically decreases with increasing //h upon close comparison.
In addition, the effect of //h on 6 approximately falls into two
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categories: [/h=0.5 and I[/h=1 at x/h=0.

Second, let us examine the streamwise variation in Clauser’s
shape parameter G. It was reported that the turbulent boundary
layer under zero-pressure gradient takes about 6.8 as the value of
G by Clauser [15]. In the case without splitter plates, in the range
up to x/h=-10, the value of G is about 7.3, which is close to the
value of that in the turbulent boundary layer under zero-pressure
gradient. Thereafter, the change in G switches to a decrease and at
the downstream range after x/h=-2.5, it rapidly decreases. At the
trailing edge of the flat plate (x/h=0), the value of G, about 4,
indicates a very strong acceleration tendency. While in the case
with splitter plates, at the downstream range after x/h=-20, the
value of G is slightly smaller than in the case without splitter
plates and shows a weak decreasing tendency. In the vicinity of
x/h==17.5, however, the value of G in the case with splitter plates
is switched to have a larger value than in the case without splitter
plates. At the further downstream position of x/h=-2.5, although
the value of G rapidly decreases, it is larger than in the case
without splitter plates. Moreover, at the trailing edge of the flat
plate (x/h=0), the value of G differs depending on the value of
[/ h: the larger the [/ h, the larger the G by comparison. In addition,
the effect of //h on G approximately falls into two categories:
[/h=0.5 and //h=1 at x/h=0.

Third, let us examine the wall region near the trailing edge of
the flat plate by the distribution of local skin friction coefficient ¢,
to clarify the effects of splitter plates. Figure 8(a) shows the
streamwise variation in cr As described above, there exists a
strong favorable pressure gradient in the boundary layer near the
trailing edge (but not in freestream, y/ §=35, as described in Sec.
2.1) of the flat plate in the flow field in the present study, which
makes it difficult to obtain a precise ¢y value as seen in the report
by Patel [16]. Hence, in the present study, the value of ¢ is ob-
tained by the method using the Clauser chart [17] and a method
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using the velocity gradient in the region near the wall (e.g., Ref.
[18]). In the case without splitter plates, ¢, at x/h=—=20 and —10
approximately take the same value as in the turbulent boundary
layer under zero-pressure gradient according to Osaka et al. [14].
As x/h increases further downstream, the local skin friction coef-
ficient deviates upward from the distribution of Osaka et al. [14]
with the velocity excess (acceleration tendency) in the inner layer
gradually increasing. Approaching the trailing edge of the flat
plate, the value of ¢y rapidly increases, thereafter increasing more
than 25% from cy at x/h=-10 at the trailing edge. In the case with
splitter plates, on the other hand, the value of c; is similar to that
in the turbulent boundary layer under the zero-pressure gradient
(cs continues to decrease) up to x/h==5. In the vicinity of x/h=
-7.5, however, the value of ¢y in the case with splitter plates
switches to a smaller value than without splitter plates. Further
downstream of x/h=-5, although the value of c; rapidly in-
creases, the amount of increase in ¢y is smaller than in the case
without splitter plates. At x/h=0, the effect of //h on c; may also
be approximately classified into two categories: [/h=0.5 and [/h
=1.

Figure 8(b) shows the relation between ¢, and Ry. Variation of
cyin the turbulent boundary layer under the zero-pressure gradient
has been examined by many authors in detail, and reliable equa-
tions have been obtained. By comparing these equations and our
results, it is possible to discuss in general the effect of the pressure
gradient in the present study. The dash-dotted and solid lines in
Fig. 8(b) represent the equation from Osaka et al. [14] and the
equation from Ludwieg and Tillmann [19] (at a constant shape
factor of H=1.4), respectively, in the developed turbulent bound-
ary layer. In the cases without splitter plates (until x/h=—10) and
with splitter plates of //h=1 (until x/h=-5), c¢; decreases as R,
increases the same as in ordinary boundary-layer development.
After that, changes in c; remarkably switched to increase with
increasing x/h. As x/h increases further downstream, R, de-
creases and ¢, conversely increases as a result of acceleration near
the trailing edge. At that time, because the significant effect of the
favorable pressure gradient, c; increases not along with the ordi-
nary developed turbulent boundary-layer equations but deviates
upward from that predicted by the equations.

Last, we investigate the wake parameter II, which is closely
associated with the variation of mean velocity profile in the outer
layer. The value of II is a criterion that indicates the degree of
mean velocity deviation from the log law formed in the inner
layer caused by external force (e.g., pressure gradient) acting in
the outer layer. Figure 9 shows streamwise variation in II. In the
case without splitter plates, at x/h=-20 and —10, the value of I1 is
within the range of 0.6 and 0.62. This signifies the good two
dimensionality of the present flow fields similar to the well-
achieved turbulent boundary layer under zero-pressure gradient of
Osaka et al. [14]. Further downstream of x/h=-10, approaching
the trailing edge of the flat plate, the value of Il remarkably de-
creases corresponding to the variation of 6, G, and cy. At the
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trailing edge of the flat plate (x/h=0), the value of II decreased to
0.05, indicating the pronounced acceleration tendency. However,
in the case with splitter plates, the value of Il remains nearly
constant, which is similar to that in the turbulent boundary layer
under zero-pressure gradient, with slight scatters for up to x/h=
—5. At the downstream position, although the value of Il de-
creases, the amount of decrease in II is smaller than in the case
without splitter plates. At the trailing edge of the flat plate (x/h
=0), the effect of //h on II is also classified into two groups:
[/h=0.5 and I/h=1.

4 Conclusions

We studied the effects of splitter plates on a turbulent boundary
layer near the trailing edge on a long flat plate. An experimental
investigation was made under the freestream zero-pressure gradi-
ent. We conclude the following:

(1) Without the splitter plate (//h=0), the absolute value of the
base pressure coefficient of the long flat plate is consider-
ably smaller than that of the short flat plate (bluff body).

(2) The presence of a short splitter plate with less than the flat
plate thickness (I/h<<1) shows a rapid pressure rise. A sig-
nificant increase in the base pressure coefficient (about 50%
the same as for short flat plate) is achieved with a long
splitter plate (I/h=1) fitted to the long flat plate. A ten-
dency for the base pressure to change with the length of the
splitter plate is discussed in terms of the vortex structure
expected behind the long flat plate.

(3) Within an inner layer (y/8=0.2) in the turbulent boundary
layer within the range from the trailing edge (x/h=0) to the
x/h of about —10, the mean velocity increases more than in
the upstream position in the case without the splitter plate.
With the splitter plate, however, the base pressure rise
makes the mean velocity distribution closer approach that
of a fully developed turbulent boundary layer. In this case,
the affected range of acceleration decreases from 104 up-
stream of the trailing edge without the splitter plate to 5k
upstream. The effects of splitter plates on the mean velocity
profiles are classified into two categories according to the
length of the splitter plate: the velocity excess within an
inner layer is slightly suppressed in the case of [/h<<1, and
the excess is appreciably suppressed in the case of [/h=1.

(4) The splitter plate of //h=1 also has a strong effect on the
values of the momentum thickness, Clauser’s shape param-
eter, the local skin friction coefficient, and the wake param-
eter. Like the velocity excess range, the affected range in
these properties in the turbulent boundary layer decreases
to 5h upstream of the trailing edge with the splitter plate.
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Nomenclature
C, = static pressure coefficient=(p,—po)/(pU2/2)
Cpb = base pressure coefﬁcient=(pb—p0)/(pU§1/2)
¢y = local skin friction coefficient

G = Clauser’s shape parameter
h = height of flat plate (=20 mm)
| = length of splitter plate
p, = base pressure (=pressure behind flat plate)
ps = local static pressure in boundary layer
po = atmospheric pressure
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-
Il

local streamwise mean velocity
local velocity at boundary-layer edge
U,, = reference velocity (at x=-1000 mm,
y=140 mm)
x = streamwise distance from trailing edge
y = normal distance from plate surface
z = spanwise distance from plate center
J = boundary-layer thickness (defined by U/ U,
=0.995)
6 = momentum thickness
IT = wake parameter
p = air density

=
I
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Numerical Simulation for Vortex
Structure in a Turbopump Inducer:
Close Relationship With
Appearance of Cavitation
Instabilities

Unsteady cavitation phenomena such as rotating cavitation and cavitation surge are
often observed in a turbopump inducer of a rocket engine, sometimes causing undesirable
oscillation of the system. Investigation of their mechanism and prediction of such un-
steady phenomena are, therefore, crucial in the design of inducers. As many experiments
have shown, the appearance of cavitation instability is highly related to the flow rate as
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well as to the inlet casing geometry. Experimental observations have shown that a very
complex flow structure, including such phenomena as backflow and vortices, appears
upstream of the inducer. In this work, therefore, we conducted 3D unsteady computa-
tional fluid dynamics simulations of noncavitating flow in a turbopump inducer, mainly
Sfocusing on the vortex structure, for three types of inlet casing geometry with various flow
rates. Simulation results showed that the vortex structure for the geometry of the inlet
casing and that for the flow rate differed. Especially, it was found that development of the
tip leakage vortex was dependent on the inlet casing geometry and the flow rate. This
tendency is analogous to that observed between the appearance of rotating cavitation
and the casing geometry and flow rate in cavitation tunnel tests. This result strongly
implies that the tip leakage vortex is responsible for the appearance of rotating cavita-
tion. By adding a gutter to the inlet casing, it was found that backflow was completely
confined to the gutter regardless of flow rates. This numerical result implies that the
volume of cavity generated in the backflow region should be stable despite a change of
the flow rate, resulting in the suppression of increase of the mass flow gain factor. This
result also supports the experimental result that cavitation surge was effectively sup-

pressed using such a casing with a gutter. [DOI: 10.1115/1.2911678]

Keywords: CFD, inducer, vortex structure, rotating cavitation, cavitation surge

Introduction

An inducer is a key component, which improves suction per-
formance of rocket engine turbopumps. Turbopumps operate at
high rotational speed to allow minimization of their size and
weight and with low inlet pressure to realize reduction of the
weight of a rocket. Hence, an inducer is operated under conditions
susceptible to cavitation. Undesirable oscillations caused by un-
steady cavitation phenomena are important problems faced in the
design of turbopumps [1-3]. One of the major causes of shaft
vibrations is a phenomenon known as “rotating cavitation,” which
generally occurs at cavitation numbers a few times larger than the
breakdown value. During rotating cavitation, the cavity is un-
evenly (nonaxisymetrically) distributed on each blade and propa-
gates blade to blade with a propagation speed slightly greater than
that of the inducer [4,5]. It is sometimes called “supersynchro-
nized rotating cavitation.”

Kamijo et al. [6] showed that supersynchronous vibration, i.e.,
rotating cavitation, was almost completely extinguished by modi-
fying the inducer casing just upstream of the inducer. In the modi-
fication, when the radius of the casing upstream of the inducer
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was enlarged so as to be lager than that of the inducer plus the tip
clearance, rotating cavitation was effectively suppressed.

The effect of the casing geometry on cavitation instabilities has
been extensively studied by Hashimoto et al. [7]. They conducted
experiments using a cavitation tunnel, in which seven different
types of inducer casing were tested for various flow rates, and
examined the occurrence of cavitation instability for these casing
geometries and flow rates. They found that cavitation instability
could be more effectively suppressed for the casing with a larger
step at the inlet, even though there was optimum step geometry,
and for lower flow rates.

Shimagaki et al. [8] examined the effect of the inlet casing
geometry on unsteady cavitation for two types of casing. They
used transparent casings to visualize the flow pattern with a high-
speed camera and the particle image velocimetry (PIV) method.
They observed that the flow patterns were different for these cas-
ings and that supersynchronous rotating cavitation was suppressed
using a casing with a step.

Another example in which the inducer casing geometry affects
the occurrence of cavitation instability was presented in the report
of Tomaru, et al. [9]. They showed experimentally that cavitation
surge was effectively suppressed by making a small gutter at the
inlet casing. They concluded that the volume change of the cavity
in backflow vortices due to the change of flow rate was reduced
by trapping of the backflow in the gutter, cavitation surge being
suppressed as a result.

Upstream of the inducer, very complex flow structures are fre-
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Fig. 1 Computational grid around inducer

quently observed. Since the fluid is pressurized by the inducer and
a positive pressure gradient occurs at the inducer inlet, leakage
flow occurs through the tip clearance between the tip end and the
casing. This tip leakage flow results in generation of backflow
along the casing, which then travels to the region upstream of the
inducer. Typical vortex structures are sometimes observed to be
associated with the backflow structure. One is a backflow vortex,
which emerges in the shear region between the main flow and the
backflow. It extends nearly parallel to the rotational axis of the
inducer. The other is a tip leakage vortex, which is generated near
the leading edge of the tip end of a blade and develops down-
stream along the blade. Interacting with cavitation, these complex
flow structures are thought to trigger cavitation instabilities often
observed in actual inducers.

Although it is difficult to observe these flow structures in detail
in experiments, computational fluid dynamics (CFD) is one of the
best tools to examine complex flow structure. In our previous
study [10], CFD simulations were performed for a turbopump
inducer to simulate experiments conducted at Kakuda Space Cen-
ter of Japan Aerospace Exploration Agency (JAXA).

It was found that the flow structure, including vortices and
backflow, was strongly affected by a slight modification of the
inlet geometry of the casing and the flow rate [10]. That work was
based on steady state simulations. However, the backflow and the
vortex structures are essentially unsteady phenomena. In the
present simulation, therefore, we performed unsteady simulations
for casings with different types of geometry with several flow
rates, corresponding to what had been done in the cavitation tun-
nel experiments [8,9].

In the present work, we focus mainly on the vortex structure
and discuss the relation between the vortex and the appearance of
cavitation instabilities. We will show that there is a clear relation-
ship between development of vortices and appearance of cavita-
tion instabilities. Especially, the tip leakage vortex is responsible
to the occurrence of the rotating cavitation.

Numerical Simulation

Numerical Model. The inducer modeled in the present simula-
tion was designed for a liquid oxygen turbopump and used in the
cavitation tunnel test at Kakuda Space Center of JAXA. The flow
coefficient at the design point, the inlet incident angle, and the tip
solidity are 0.0775, 3.3 deg, and 1.91, respectively (see also Ref.
[11]). From the computer aided design (CAD) data of the inducer,
a numerical grid was created. Figure 1 shows the grid structure
around the inducer. The grid cells consist of tetrahedral and pris-
matic cells around the inducer and hexahedral cells in the up-
stream and downstream pipes. Calculations were performed with
the number of cells being changed from about 1X 10° to about
5% 10°, and the results were compared. With a larger number of
cells, the flow structure became clearer and the computational cost

051104-2 / Vol. 130, MAY 2008

casing with step
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casing without step

6w blade

Fig. 2 Three types of casing geometries: the casing with a
step (solid line), the casing without a step (dotted line), and the
casing with a gutter (dashed line)

higher. However, since no distinct difference in the overall flow
structure was found, a grid with 3.2 X 10 cells was used through-
out the present simulations.

In the present simulations, three types of casing were used,
namely, casings without a step, with a step, and with a gutter.
Figure 2 shows a schematic diagram for these casing geometries
in the axisymmetrical plane. The dotted line shows the outline of
the casing without a step (straight casing) and the solid line rep-
resents the outline of the casing with a step. The height of the step
is five times greater than the tip clearance. The dashed line shows
the outline of the casing with a gutter.

The experiment was conducted in the cavitation tunnel using
water and the rotation speed of the inducer was 6000 rpm. Hence,
in the simulation, the same rotating speed was used and the fluid
was assumed to be water. The Reynolds number of the typical
case presented here is approximately 6 X 10°.

Numerical Method. The simulation code used here is STAR-CD,
a commercial code for thermofluid dynamic simulations, which
has been developed and is produced by Computational Dynamics
Ltd. [12]. The basic equations are the continuity equation of mass
and the Navier—Stokes equation. The differential scheme is the
second order monotone advection and reconstruction scheme
(MARS), which is the original scheme of STAR-CD. In our previous
simulations for this type of inducer, several types of k-e turbu-
lence models with a wall function were used and compared. The
overall flow structure with such phenomena as vortices and back-
flow was less affected. The development of the backflow region
showed some difference according to the turbulence model.
Hence, based on comparison with the water tunnel experiments on
the development of backflow, we adopted the present type of tur-
bulence model [13] and used it in our simulations.

At the inlet boundary, a uniform flow condition, constant pres-
sure and flow rate were given. The flow rate was varied from 90%
to 120% of the design flow rate. The zeroth order outflow condi-
tion was given at the outlet boundary. The inlet and the outlet
boundaries were placed upstream and downstream nearly three
times the diameter of the inducer. Calculation was performed in
the rotating frame with an inducer rotation speed of 6000 rpm.
Hence, the walls of the inducer and the hub were treated as sta-
tionary nonslip walls and the wall of the casing was treated as a
moving wall rotating in the opposite direction.

We performed a steady state calculation for each case, and then
an unsteady calculation was performed with the steady state flow
field as an initial condition. The typical flow structure around an
inducer is characterized by a backflow region and vortices. The
backflow region is created by leakage flow from a tip clearance.
The leakage flow swirls with the inducer with slower angular
velocity. Since the main flow does not rotate, vortices are created
in the interface region between the main flow and the backflow.
Hence, such vortices, so-called backflow vortices, also rotate with
the backflow region with slower rotating velocity than that of the
inducer.

In steady state simulations, although the global flow structure
was calculated, essentially unsteady phenomena such as backflow
vortices were not necessarily reproduced. In the present work,
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Fig. 3 Velocity distribution and vortex core lines. (a) shows the tip leakage vortex, which
emerges near the tip end. White thick lines and arrows represent vortex core lines and
velocity vectors, respectively. (b) shows backflow vortices (black thick lines) and velocity
distribution (white arrows) on the plane normal to the rotational axis.

therefore, unsteady simulations were performed for all cases, and
the flow fields after a sufficient number of rotations were
compared.

Calculated Results

First, we conducted simulations for a casing with and one with-
out a step at the inlet. The step geometry is the same one as used
in a previous cavitation tunnel test conducted at Kakuda Space
Center [8]. Second, calculations for the casing with a gutter were
performed. A tunnel test with the same casing had previously been
performed at IHI Corporation [9].

Tip leakage flow occurs due to the pressure gradient through
the clearance, and then it rolls up just upstream of the tip, result-
ing in generation of a vortex, i.e., a tip leakage vortex, along the
blade (Fig. 3(a)). The leakage flow develops a backflow region
upstream along the casing. This leakage flow swirls due to the
rotation of the inducer, but the main flow does not. Hence, in the
shear region between the swirling backflow and the main flow,
vortices, namely, backflow vortices, are generated and grow as the
backflow region develops (Fig. 3(b)).

Flow Field for the Casing With a Step. Figure 4 shows the
flow structure around the inducer for the casing with a step for
different flow rates: Fig. 4(a) for Q/Qd=0.9, Fig. 4(b) for 1.0,
Fig. 4(c) for 1.1, and Fig. 4(d) for 1.2, respectively. In the plane
which includes the rotational axis of the inducer, the distribution
of the velocity component in the direction of the rotational axis is
shown. The positive direction corresponds to the upstream veloc-
ity component. The brightest region, therefore, represents the
backflow region (i.e., positive axial velocity). The legend shown
in the left-bottom corner in each figure shows the velocity scale
(m) in the axis direction and the negative value means the main
flow direction (left to right in the figure). Thick red lines plot the
vortex cores, and thus these lines represent the distribution of
vortices. These vortex lines were plotted using a commercial soft-
ware for postprocessing of CFD data [14], which uses the eigen-
mode analysis to identify vortex cores [15]. Since the plane plot-
ting the axial velocity distribution is transparent, vortex lines
beyond the plane, which are slightly darkened, are also seen.

The backflow region becomes larger and thicker upstream of
the inducer as the flow rate decreases. When the backflow region
develops, the backflow vortex also develops. For higher flow
rates, the backflow rapidly decreases. The backflow vortex also
weakens, but the tip vortex develops.

For the case of the lowest flow rate (90% of nominal) in Fig.
4(a), the backflow region develops more than one radius, accom-
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panied by long and distinct backflow vortices. There are actually
three major backflow vortices, which rotate with slower rotational
speed than that of the inducer. Tip vortices also develop, but they
are short and end before reaching the next blade. Backflow vorti-
ces and tip vortices seem to interact with one another. The posi-
tions of tip vortices remain relatively unchanged during rotation
of the inducer. However, their length varies with rotations of back-
flow vortices as if they are interacting with one another.

For a nominal flow rate (Fig. 4(b)), the backflow region still
develops to nearly one radius upstream and backflow vortices
emerge. Tip vortices are also observed but are as short as those in
the case of lower flow rates. The evolution of backflow and tip
vortices is almost the same as that observed in the case of a 90%
flow rate, backflow vortices rotate at a slower rotation speed than
that of the inducer, and the length of tip vortices changes at almost
the same position.

With higher flow rates of 110% (Fig. 4(c)) and 120% (Fig.
4(d)), the backflow region further decreases and the large-scale
backflow vortices almost disappear. On the other hand, the tip
vortices show a remarkable development in Fig. 4(c), growing
much longer than those in cases of lower flow rates. They grow
and develop over the suction side of the next blade.

For the case of highest flow rate case (Fig. 4(d)), the tip vortices
cannot extend in the upstream direction because backflow is
strongly reduced. They extend into the interblade region and dis-
appear near the throat.

Flow Field for the Casing Without a Step. Three cases with
different flow rates for the straight casing (without a step) are
shown in Fig. 5: Q/Qd=0.9 in Fig. 5(a), 1.0 in Fig. 5(b), and 1.1
in Fig. 5(c), respectively. The development of the backflow region
strongly depends on the flow rate as observed in the cases of the
casing with a step. The lower the flow rate is, the larger the back-
flow region becomes. However, the development of the backflow
is much weaker than that in the casing with a step.

With the low flow rate of 90% (Fig. 5(a)), the backflow devel-
ops similarly to the case of a flow rate of 100% in the casing with
a step (Fig. 4(b)) and backflow vortices are observed. However,
these backflow vortices are much shorter than those seen in Fig.
4(b) and more vortices emerge. This difference seems to be due to
the difference of structure of the backflow region.

In the casing of a step with 90% and 100% flow rates, the
backflow shows a nonaxisymmetrical structure with nearly three
periods in the circumferential direction and three major backflow
vortices emerge as a result. In the straight casing (Fig. 5(a)), the
length of the backflow region is similar to that seen in Fig. 4(b),
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Fig. 4 Distribution of the axial velocity component is plotted on the plane, which includes the rotation axis by a gray
scale contour map. The brightest area represents the region with positive velocity, i.e., the backflow region. Thick red
lines show vortex cores. The surface of the inducer is colored to show pressure. These figures show the results for the
casing with a step with four different flow rates: (a) Q/Qd=0.9, (b) Q/Qd=1.0, (¢) Q/Qd=1.1, and (d) Q/Qd=1.2.

but the structure of the backflow is much smoother and axisym-
metrical. Hence, at the interface region between the backflow and
the main flow, many small-scale vortices appear.

Tip leakage vortices are also seen but are too short to reach the
next blade. These tip vortices develop in almost the same position,
and the fluctuation of their length with time is quite small com-
pared with the cases for the casing with a step. This is also due to
the axisymmetrical structure of the backflow region and axisym-
metrical distribution of backflow vortices.

For higher flow rates (Figs. 5(b) and 5(c)), the backflow region
becomes smaller and a tip leakage vortex develops. The tip leak-
age vortex in the case of a flow rate of 100% grows and reaches
the next blade. For a higher flow rate of 110%, the tip leakage
vortex develops and enters the throat region between the blades.
Such vortices then seem to be dispersed there.

Flow Field for the Casing With a Gutter. By contracting the
diameter of the casing, which was once enlarged by the step added
at the inlet, a peripheral gutter is created on the inlet casing. A
water tunnel test was performed for this type of casing, and its
effect on the unsteady cavitation phenomenon was examined [9].
Several geometries for the gutter were examined and compared. In

051104-4 / Vol. 130, MAY 2008

the present work, for the typical geometry of the gutter, simula-
tions were conducted, for different flow rates (Fig. 6). The flow
rates examined were Q/Qd=0.9 (Fig. 6(a)), 1.0 (Fig. 6(b)), and
1.1 (Fig. 6(c)), respectively.

A flow rate of 20% resulted in a large difference in the flow
structure, especially backflow development, for the casing with
and without a step as presented above. However, by adding a
gutter to the casing, the backflow was completely trapped in the
gutter and its structure was observed to be relatively insensitive to
the change of the flow rate.

No typical backflow vortex or tip leakage vortex were observed
as seen in the casing with and without a step. The leakage flow,
which passed through the tip clearance, was forced to circulate
within a gutter and formed a strong ringlike vortex over (upstream
side) the inducer blades. Such a structure was also stable over
time.

Vortex Distribution. To compare the relative location of the
vortices, which appeared in three types of casing, vortex cores are
plotted by expanding their coordinates on the 6-z plane in Fig. 7.
The horizontal axis is the axial coordinate normalized by the axial
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Fia. 5 Distributi f axial velocit t and 4 Fig. 6 Distribution of axial velocity component and vortex
19 Istribution ot axial velocity component and Vortex .., g for the casing with a gutter with three different flow rates:

cores for the casing without a step with three different flow (a) Q/Qd=0.9, (b) Q/Qd=1.0, and (c) Q/Qd=1.1

rates: (a) Q/Qd=0.9, (b) Q/Qd=1.0, and (¢) Q/Qd=1.1 - - -

tion. @ is measured counterclockwise as viewed from upstream.
length, L, between the leading and the trailing edges of a blade. In Fig. 7, open and solid circles represent the position of the tip
The vertical axis is the 6-coordinate in the circumferential direc- end of each blade. Open circles show that of the blades, the radius
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Fig. 7 Distributions of vortex cores for three types of casing
are plotted by three different kinds of symbols. Open and solid
circles represent the tip end of each blade. Open circles show
the tip end of the blade, whose radius is less than the maximum
radius, i.e., swept back-region.

of the tip being less than the maximum radius; i.e., a swept-back
region along the leading edge. Other symbols show the location of
vortex cores for three types of casing with a flow rate of 100%.

Dashes show vortex centers, which appeared in the casing with
a gutter. It is clearly seen that they form a complete ringlike struc-
ture just upstream of the leading edge. Crosses and triangles rep-
resent vortex cores for the casing with and without a step, respec-
tively. They are initiated in the swept-back part of the blade and
develop downstream along the blades. The tip leakage vortices for
the casing with and without a step show differences in generated
position and length.

Tip leakage vortices for the casing without a step (shown by
crosses) are longer than those for the casing with a step and are
nearly the same length as the spacing between blades. On the
other hand, in the casing with a step, tip leakage vortices are short,
but three major backflow vortices are observed in the upstream
region.

This figure also shows that the extension of each backflow vor-
tex seems to reach the end of the tip leakage vortex. From the
animation of the time variation of vortex structure created from
time sequence data, we also observed that the extension of tip
leakage vortices changed according to the phase of the backflow

vortices, which rotated relative to the inducer. These findings sug-
gest that the interaction between these vortices resulted in the
shortness of the tip leakage vortices.

Cavitation Tunnel Test

Experiments were performed using the cavitation tunnel test
facility at Kakuda Space Center. The facility is a closed-loop cavi-
tation tunnel that uses deaerated water as the working fluid. The
test inducer is driven by a 185 kW direct current motor. The pres-
sure adjustment system that pressurizes and depressurizes the test
loop is located upstream of the inducer. A turbine flowmeter is
used to measure the flow rate. A heat exchanger is installed in the
loop and a constant temperature is maintained during the experi-
ment. The inducer casings are made of transparent acrylic to allow
observation of cavitation by using the PIV system and a high-
speed video camera.

In order to confirm the occurrence of rotating cavitation or cavi-
tation surge, pressure sensors are located around the inducer cas-
ing to measure pressure fluctuations, these fluctuations being ana-
lyzed by the fast Fourier transform (FFT) method. The spectrum
of pressure fluctuation was plotted in the form of a water flow
diagram for different flow rates.

Figures 8—11 show results of the analysis for two different cas-
ing geometries with flow rates (Q/Qd) ranging from 0.9 to 1.2.
The axis labeled f/f, shows the frequency normalized by the
rotating frequency of the inducer. The nonlabeled axis represents
the time or the change of the cavitation number. During the ex-
periment, the inlet pressure was gradually decreased to observe
the change in the appearance of cavitation instability. The axis
labeled AP shows the intensity of pressure fluctuation.

The typical features appearing in the spectrum of the pressure
fluctuation are due to the passage of blades, rotating cavitation,
and cavitation surge. In the present work, we focused on the ap-
pearance of supersynchronized rotating cavitation. There are sev-
eral types of rotating cavitation: supersynchronized, subsynchro-
nized, synchronized, and higher-order ones. Supersynchronized
cavitation is the most typically observed and causes shaft vibra-
tion. This supersynchronized rotating cavitation (hereafter, RC)
has a typical frequency of about 1.2f,, where f is the frequency
of the rotation of the inducer. Hence, we indicated RC in each
figure.

In Fig. 8, with the lowest flow rate of Q/Qd=0.9, no RC was
observed for both casing geometries. With nominal and 110%
flow rates, RC was observed for the casing without a step (Figs.
9(a) and 10(a)), but not for that with a step (Figs. 9(b) and 10(D)).
For the highest flow rate (Q/Qd=1.2, Fig. 11), RC was observed

Fig. 8 Water flow diagrams of pressure fluctuations for casings without a step (a) and with a step (b) with the flow rate
Q/Qd=0.9. The axis labeled f/f, represents the frequency normalized by the rotation frequency. The nonlabeled axis shows
the change of the cavitation number. The vertical axis labeled AP represents the intensity of pressure fluctuation.
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The flow structure just upstream of the inducer was observed by
using a PIV system. Small tracer particles were dissolved in water
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Fig. 9 Water flow diagrams of pressure fluctuations for casings without a step (a) and with a step (b) with the flow rate

Q/Qd=1.0. The fluctuation in the area marked by an oval is due to supersynchronized rotating cavitation.
Fig. 10 Water flow diagrams of pressure fluctuations for casings without a step (a) and with a step (b) with the flow rate

Q/Qd=1.1. The fluctuation in the area marked by an oval is due to supersynchronized rotating cavitation.

flow structure obtained in the present CFD in the following

step. The appearance of RC will be discussed in relation to the
section.

4

<9

for both casing geometries, but was weaker in the casing with a
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Water flow diagrams of pressure fluctuations for casings without a step (a) and with a step (b) with the flow rate

Q/Qd=1.2. The fluctuation in the area marked by an oval is due to supersynchronized rotating cavitation.

Fig. 11
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Fig. 12 Schematic diagram of PIV system

and sheetlike laser pulses were emitted at short intervals of 50 us.
A laser sheet was emitted parallel to the rotation axis of the in-
ducer from above, and photographs were taken by a charge-
coupled device (CCD) camera from the side position (see Fig. 12).
From the pair of photographs taken at short intervals, the move-
ments of tracers were detected and their velocities were calcu-
lated. These velocities were plotted and are overlaid on the pho-
tograph.

Figure 13 shows the velocity distribution on the plane including
the rotational axis. The upper figures show the velocity map cre-
ated from PIV visualization and the bottom ones are those from
the CFD simulation. The figures on the left are for the casing with
a step and those on the right are for the casing without a step.
These figures show good agreement for backflow development
between the PIV and CFD results for the two types of the casing,
suggesting the validity of the present simulation.

Next, the relation between the flow structure and the appear-
ance of unsteady cavitation phenomena will be discussed based on
calculated and experimental results.

As mentioned above, cavitation tunnel experiments were con-
ducted using transparent casings having different geometries,
namely, with and without a step. The effect of the geometry of the
casing on flow structure and cavitation instability was examined.
The measurement of pressure fluctuation yields information on the
occurrence of cavitation instabilities. We paid special attention to
the occurrence of supersynchronized rotating cavitation for eight
cases of two casing geometries and four flow rates. The results are
presented in Figs. 8—11.

Table 1 presents an overview of the experimental results with
regard to the occurrence of a rotating cavitation for the two casing
types with four flow rates. Here, RC is forwardly rotating unsyn-
chronized cavitation with a rotating frequency of about 1.2f, in
which f is the rotating frequency of the inducer. In the table,
“yes” and “no” mean that RC was “observed” and “not observed,”
respectively. “FL.R.” and “geomtr” mean the flow rate and the
geometry of the casing, respectively.

A clear tendency was found for the appearance of RC, the flow
rate, and the casing geometry. RC is more likely to occur for

Table 1 Occurrence of RC in experiment

FLR
Geomtr. 0.9 1.0 1.1 1.2
Step No No No Yes
No step No Yes Yes Yes

higher flow rates and more effectively suppressed when a step is
added to the casing. Such a tendency has also been confirmed also
in previous experiments [7].

In the present work, the same inducer and flow conditions as
those used in the experiment were simulated. In the calculated
results, as stated above, the flow structure changed sensitively in
response to the casing geometry and the flow rate. Special atten-
tion was paid to the development of tip leakage vortices. The
interaction was considered to occur between tip leakage vortices
and blades when the tip leakage vortex extended nearly to the
foreside of the next blade or entered the region between blades.
Based on the present CFD results, the occurrences of the interac-
tion for the two types of casing and flow rates are listed in Table
2.

In Table 2, yes means that interaction occurred between tip
leakage vortices and blades, and no means that there was no in-
teraction because the tip leakage vortices did not extend suffi-
ciently or extended over the suction side of the next blade. No
result is for the flow rate of 1.2 without a step because no calcu-
lation was made for this condition. However, the solution here is
obviously, yes.

By comparing Tables 1 and 2, it can be seen that there is a clear
correlation between the occurrence of RC and the interaction be-
tween a tip leakage vortex and a blade. Although the present re-
sults are based on noncavitating flow, cavitation occurs more eas-
ily in a vortex due to pressure being low inside a vortex than in
the peripheral region. This correlation strongly suggests that the
interaction between a tip leakage vortex and a blade plays an
important role in triggering or causing RC.

Figure 14 presents photographs taken in the cavitation tunnel
test at IHI Corporation [9] for the casing with a gutter (left figure)
and for the casing with a step (right one). The pictures in the
figure are reversed from their originals in the flow direction to
facilitate comparison with the calculated results presented in the
above figures. The cavitation number for these photographs is
0.055. Tap water was used as a working fluid but sufficiently
degassed so that the dissolved oxygen was less than 2 mg/L.

The white-cloud-like structure is the cavitating region. Al-
though the backflow region itself cannot be seen, based on cavity
distribution, the backflow region apparently develops further up-
stream in the casing with a step than that in the casing with a

(@

(b)

Fig. 13 Comparison between PIV visualization (a) and CFD velocity map (b) for the casings

with a step (left) and without a step (right)
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Table 2 Interaction between tip leakage vortices and blades

FL.R
Geomtr. 0.9 1.0 1.1 1.2
Step No No No Yes
No step No Yes Yes —

gutter. For the casing with a gutter, cavity distribution is confined
to the gutter region just as the backflow region is confined to the
gutter region shown in the simulation (Fig. 6).

In the tunnel test, the cavitation surge observed for the casing
with a step was found to be effectively suppressed for the casing
with a gutter. Measurement of the wall pressure fluctuation on the
casing in the blade region showed the pressure fluctuation in the
casing with a gutter to be much smaller than that in the casing
with a step. From these results, it was concluded that the cavity
volume generated by the backflow fluctuated much less in the
casing with a gutter than that in the casing with a step.

Linear stability analysis [16] indicated that cavitation instabili-
ties, including cavitation surge, likely occur when a mass flow
gain factor, i.e., the index of the change in rate of cavity volume to
the change of flow rate, is positive and large. Based on experi-
mental results, the mass flow gain factor for the casing with a
gutter was considered to be more reduced than that in the casing
with a step, resulting in suppression of cavitation surge.

The flow structure observed for the casing with a gutter shown
in the present CFD calculations supports the conclusion derived
from the experiments. As shown in Fig. 6 and as stated above, by
adding a gutter to the casing, the backflow was completely
trapped in the gutter and a strong ringlike strong vortex was gen-
erated. Such structure showed little change with the change of
flow rate and stable over time. The volume of the cavity generated
in the backflow region, therefore, was stable despite a change of
the flow rate, resulting in suppression of the increase of the mass
flow gain factor.

Fig. 14 Photographs taken in tunnel tests for the casing with a
gutter (left) and the casing with a step (right) (from Tomaru et
al.)

Journal of Fluids Engineering

Summary

Unsteady 3D CFD simulations were performed for noncavitat-
ing flows around a turbopump inducer. The main results are as
follows.

— Slight modification of the casing geometry at the inlet and
change of the flow rate strongly affect the flow around the
inducer, especially the vortex structure.

— The interaction between a tip leakage vortex and the next
blade seems to be strongly responsible for the appearance
of rotating cavitation.

— A gutter added to the casing has a remarkable effect of
confining backflow to the gutter region and results in ef-
fective suppression of cavitation surge.
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for Combined Cycle Power Plants.” The flow through a porous medium is analyzed by
Darcy’s equation with the Dupuit/Forchheimer extension. All measurements can be de-
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1 Introduction

The foams investigated in the present study are produced by the
slip reaction foam sintering (SRFS) process. This is a promising
method to produce open porous metallic foams. This process pro-
duces the porous cell structure by a chemical reaction process. In
comparison to other production routes for metallic foams, the
SRFS method provides several advantages as it allows working at
room temperature and results in foams with a great variety of
density pore size and pore shape. A wide range of base materials,
such as iron, iron base, and nickel base alloys, can be supplied. As
this foaming is a rather new method, there is not yet ready avail-
able data concerning the pore structure or the behavior to fluid
flow. The foam structure is not similar to the foams made by
casting using a polymer precursor as template or by metal depo-
sition on cellular performs, such as polyurethane foams [1].
Therefore, it was necessary to conduct a series of extensive ex-
periments in order to characterize the SRFS foams. A first intro-
duction and first results have been published at the fourth Inter-
national Conference on Nanochannels, Microchannels and
Minichannels [2].

These foams promise a wide range of applications because
there is a big choice of base materials and porosity. One promising
application is the use of foam as an open wall element of com-
bustion chambers. This topic is investigated within the collabora-
tive research center (SFB) 561 “Thermally Highly Loaded, Porous
and Cooled Multi-Layer Systems for Combined Cycle Power
Plants.” It aims at increasing the efficiency of the gas turbine by
raising the gas temperature.

Within this research center, the present study was carried out.
Increasing the temperature leads to the necessity of actively cool-
ing the combustion chamber walls by effusion cooling, which
means that cooling air is pressed through little holes into the
chamber. The metallic foam is intended to be coated with a ther-
mal barrier layer with laser drilled bore holes and used as a com-
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sinking with porosity. Additionally, it was found that the permeability was anisotropic.
Permeability is lower in the direction of gravity during foaming. Scattering in the data of
the permeability and inertial coefficients versus the porosity is observed and discussed.

[DOL: 10.1115/1.2907419]

bustion chamber wall element [3,4]. The knowledge of the tem-
perature distribution inside the wall element (foam+coating) is
important to predict the lifetime of the materials employed. To
predict the temperature, flow through the wall element has to be
characterized. For this, experimental data on the heat transfer
characteristics, the thermal conductivity, and the pressure drop
characteristics are needed. The last property is subject of the
present study.

2 Investigated Materials

The base of the technique is a metal suspension [5,6]. Fine
metallic powders are mixed with a dispersant, solvent, and con-
centrated phosphoric acid as binder. The phosphoric acid forms a
metal phosphate together with the metallic particles and hydrogen
is set free by the reaction between the metallic particles and the
acid. The metal phosphate freezes the hydrogen bubbles in the
slip. After drying, the samples are sintered under defined, reducing
conditions and as the solvent evaporates, an open porous structure
with the porosity in the range of 62—-87% is received. The process
provides a wide range of process parameters, which allow adjust-
ing the foam structure concerning density, pore size, and pore
shape distribution to influence the mechanical and flow properties.
Graded structures can be supplied. The scheme for obtaining such
foams can be seen in Fig. 1.

The investigated samples for this study are made of Hastelloy
B, Inconel 625, and NC-powder. The grain sizes range between
50 pum and 150 um. The densities of the bulk material, the metal
powder particles, and the apparent density are compiled in Table
1. The iron based samples (NC) were sintered at 1170°C for
60 min with a heating rate of 8 K/min, and the nickel based
samples (Inconel 625 and Hastelloy B) at 1200°C for 60 min.
Two intermediate temperature levels were set in the case of the
nickel based samples during heating up, one at 150°C and the
second at 350°C, to guarantee that the escaping water vapor will
be moved out of the furnace. The heating rate was 3 K/min until
350°C and then 8 K/min. After evacuating the furnace one time
before starting the sintering process, the samples were sintered
under a reducing atmosphere of 100% H,.
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Fig. 1 Scheme of the SRFS process

Samples made only of the sintered slip without foaming show a
porosity of about 50% (densities of 3.8—4.2 g/cm?) and are called
sintered powder samples. These samples are taken as representing
the material of the pore walls in the foams. The foams have a total
porosity between 62% and 87% (densities of 1.2—3.7 g/cm?). The
pores can be characterized as those that arise from the hydrogen
foaming, called the primary pores, and those that are the spaces
between adjacent grains of the sintered powder, called the second-
ary pores [7]. The secondary pores reach up to 0.3 mm diameter
and the primary pores reach up to 3.5 mm.

All densities were determined as gravimetrical densities by
weighing the foam samples, and dividing this weight by the total
volume of the foam sample, which was calculated from measure-
ments with a sliding caliper. The total porosity was determined by
using the density of the bulk material as the reference.

The samples were produced at the Department of Ferrous Met-
allurgy at Aachen University. The samples are cylinders with di-
ameters between 64 mm and 81 mm and the length was between
9 mm and 30 mm. The picture of a typical sample can be seen in
Fig. 2 (left) together with an optical micrograph of the sample
(right). For measurements of anisotropy effects, cubical samples
were used with 45 mm side length.

Table 1 Overview of the densities of the powder material
Density of the bulk
material Density of the  Apparent density of
(g/m?) powder particles the powder
NC 7.87 7.76 2.45
Hastelloy B 9.24 Not determined Not determined
Inconel 625 8.44 8.10 2.84

Fig. 2 Picture of a sample of a Hastelloy B foam and a detailed
view of the pore structure
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Fig. 3 Experimental setup for measuring the pressure drop of
the samples (schematic)

3 Permeability and Experimental Setup

Referring to publications by Innocentini et al. [8], Boomsma et
al. [9], Boomsma and Poulikakos [10], and Lage et al. [11,12], it
is useful to describe the flow through a porous medium in terms of
Darcy’s equation with the Dupuit/Forchheimer extension (Eq. (1))
and not only by Darcy’s equation. It is applicable, if the flow
through a porous medium is not very low. As it fits the experi-
mental data very well, only the extended equation was used in this
study:

ar
S Ty, Lo (1)
dx K K,

Since the air flow velocity v and the differential pressure loss
dP/dx are not constant along the path of the (compressible) fluid
through the porous sample, an expression for dP/dx at the outlet
of the flow from the sample is needed, because at this location the
air flow velocity v=v,, is determined. For the determination of v,

the mass flow M is needed, which is constant throughout the
tubing and which is measured. Furthermore, the air density p, is
needed, so the velocity may be calculated with the cross-sectional
area A according to

M

V{) =

PA
Air density data are taken from the tables using the temperature
(T,) and pressure data (P,) at the outlet of the flow through the
sample [13]. v, is understood as the velocity, which one would

have in a 100% porous sample (superficial velocity).

The needed expression for the differential pressure loss dP/dx

is P%—Pg/ 2P,L, so Eq. (1) may be rewritten for the case at the
outlet location as

dP, P>-p?
2oy L @
dx 2P0L Kl K2

After plotting the data with different flow velocities and perform-
ing a second order polynomial fit, once more air density data are
needed to extract K, from the coefficients of the fit. In this case,
also p, is taken, which remains nearly constant for various v,
throughout the duration of the test series, which usually takes an
hour or shorter. Accordingly, K; is calculated with temperature
dependent air viscosity data from Ref. [14]. In this way, K| and K,
are acquired as material constants independent of the fluid, pres-
sure, and temperature environment.

The experimental setup is shown in Fig. 3. A fan drives an air
flow through a metal tube array. The mass flow rate was calcu-
lated from the pressure difference between two sensors before and
behind a defined orifice, the absolute pressure, and the air tem-
perature assuming a relative humidity of 50% at room temperature
for the air density. The pressure drop across the sample was mea-
sured together with the air temperature close to the sample posi-
tion. The orifice plate has been manufactured by Mangels (Wil-
helmshafen, Germany) and the difference pressure sensors used
were a DPI 260 by Druck (Germany) and a MaPress by Madur
(Austria). The absolute pressure of the air in the laboratory was
measured for each experiment and varied between 985 mbars and
1032 mbars depending on the weather. The experiment takes
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Fig. 4 Sketch of the possible air flow directions in a cubic
sample. Above and below can be distinguished in the sample,
because of the direction of the gravity during the foaming and
drying process.

place at air temperatures slightly above room temperature caused
by heat losses of the blower. Typical values for viscosity and air
density are 1.82 107 Pas and 1.21 kg/m?, respectively. The
round sample was tightly inserted in a metal pipe with some lay-
ers of flexible foamed rubber around it. The air tightness of this
sample holding was tested by inserting an impermeable block of
steel with similar dimensions, as the samples in the sample holder
and at maximum fan power only detecting a negligible mass flow.
The area exposed to the flow varied between 32 cm” and 52 cm?
for the cylindrical samples and 20 cm? for the cubic samples.

The accuracy of the specific pressure drop measurements is
dominated by the accuracy of the difference pressure measure-
ments for low values of the specific pressure drop and by the
accuracy of the measurement of the sample thickness for high
values. So for measurements above 25,000 Pa/m, an error of
about =5% can be assumed, which rises for lower values and can
reach values above 10%. For the velocity measurements, the error
at low velocities is dominated by the accuracy of the difference
pressure drop measurement over the orifice, while at high veloci-
ties, the geometric error of the superficial area dominates. The
influence of the accuracy of the absolute pressure and temperature
measurements is not very high. So above a velocity of 0.2 m/s, an
uncertainty of approximately =5% is realized, which significantly
rises for lower velocities and can reach values above 40% for
0.05 m/s. As discussed by Innocentini et al. [15], the validity of
the permeability coefficients is strictly restricted to the flow ve-
locity regime occurring during measurement. Additionally, though
the overall accuracy of pressure drop is comparably high for most
samples (approximately +5% along with *=5% uncertainty of the
velocity) and the measurements can be very well fitted by a sec-
ond order polynomial function, the uncertainty of the single coef-
ficients K; and K, is higher, also because they are not independent
of each other during fitting.

In order to investigate anisotropy effects, cubic samples have
been manufactured. They are subjected to air flow in six different
directions. During the process of foaming and drying, there is only
one distinct direction, that of gravity. The samples were carefully
prepared, so the direction during measurements was defined. For a
sketch of the possible air flow directions, see Fig. 4.

4 Results

As examples, two plots of the pressure difference as a function
of air velocity are presented in the Figs. 5 and 6. Figure 5 contains
curves of foams with various densities. Figure 6 shows the results
of the anisotropy investigations. The quadratic dependency of the
pressure drop on flow velocity can be clearly seen. The second
order polynomial function fits match the measured data very well,
so the applicability of Eq. (1), from which the permeability coef-
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Fig. 5 Pressure drop measurements of samples with different
densities

ficient K; and the inertial coefficient K, may be derived, is obvi-
ous. As the absolute pressure on the entrance of the tube array is
limited by the experimental equipment, the velocity range of the
measurements is limited, too. Consequently, the denser the
sample, the smaller the velocity range of the measurement. The
sintered powder samples, which have no primary porosity, were
investigated at velocities of up to 0.2 m/s (left curve in Fig. 5).

In Fig. 5, we also see the dependency of the pressure drop on
the velocity for the samples with different densities. As expected,
the denser samples show higher pressure drops. The samples’ den-
sity range varies from porous material, which was made out of
only sintered powder metal (porosity e=50%, density p
~4 g/cm®) and foams, which were foamed (£~87%, p
~1.2 g/cm?). As base material, samples with Inconel 625, Has-
telloy B and NC powder were used.

In Fig. 6, we see an example of an anisotropy measurement for
an Inconel 625 sample. For this measurement, a cubic sample was
used. Of the six possible directions of air flow in a cube, the result
shows us groups of two different pressure drops. For the foaming
direction, a higher pressure drop is observed compared to the
transverse directions. A possible explanation of this is that there
are more connections between the pores transverse to the foaming
direction, and another one that the pores might be elongated trans-
verse to the foaming direction. Most probably, it is a combination
of both. At the moment, there are not yet enough optical investi-
gations of the pore structure to decide this.

All investigated cubic samples showed the same behavior. For
the further study of the pressure drop characteristics, round
samples were used. All of these were subjected to an air flow in
the foaming direction.
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Fig. 6 Pressure drop of a cubic Inconel 625 sample in six dif-
ferent directions
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Fig. 7 Dependency of the permeability and inertial coefficients
on the density of the Hastelloy B foam samples

Using the above described method for obtaining the permeabil-
ity and the inertial coefficients, a large variety of samples has been
measured. The results are presented for the three different material
types (Inconel 625, Hastelloy B and iron (NC)).

Figure 7 shows the dependency of the permeability and inertial
coefficients on the density for samples of Hastelloy B. The density
of Hastelloy B as a dense material is 9.22 g/cm?. As stated above,
the densest samples were not foamed, but samples that were made
by only sintering Hastelloy B powder without adding a foaming
agent. A total number of five of these materials have been inves-
tigated. They have density values of approximately 4 g/cm?. In
this case, flow may be imagined as flow through a packed bed of
sintered metal grains. As expected, a trend can be seen that
samples with higher densities (lower porosity) show lower perme-
ability and lower inertial coefficients. For the other materials,
these dependencies are very similar; therefore we here only show
the Hastelloy B results in such a diagram.

Comparisons of the obtained results for all materials are pre-
sented in the next two figures. In order to make the comparison
possible, not the density (which is different for the base materials)
but the total porosity is used. The data for inertial and permeabil-
ity coefficients are separately presented. We see a dependency of
pressure drop coefficients on total porosity in the figures. In all
samples with all base materials, there is a trend to lower pressure
drop at higher porosity but not a strict dependency. Samples with
small difference in density can have a bigger difference in pres-
sure drop than samples with a larger difference in density. For all
materials, it is possible to find samples with about 8% difference
in the total porosity and very similar permeability coefficients. It
is not yet clear how to account for this effect. Possible explana-
tions are the stochastic foaming effect, the manual laboratory
scale production process, and the influence of the division of the
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Fig. 8 Comparison of the permeability coefficients sorted by
matrix material
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Fig. 9 Comparison of the inertial coefficients sorted by matrix
material

total porosity into open, closed, and half-open porosities. The
range of the iron and Inconel 625 samples pressure drop was
similar. Hastelloy B sample pressure losses are smaller. This is
probably an effect of the powder morphology and grain size dis-
tribution.

Furthermore, it can be seen from Fig. 8 that there is a minimum
total porosity of about 70% above which permeability continu-
ously increases. This may be explained by the primary pores
forming a permeable network, whereas before primary pores are
not connected by windows but only through the porous matrix
walls.

Optical characterization (see Fig. 2) shows that the connections
between primary pores (windows) are rather small and in the
range of a few powder particle diameters, more like a small hole
in a wall between pores. The walls of the primary pores are a
porous sintered packed bed. This structure of the SRFS metal
foam samples leads to lower permeability and inertial coefficients
that one would expect from the primary pore dimensions and
compared to foams on the basis of reticulated polyurethane foams
with similar porosities (Fig. 9).

5 Conclusions

There is a clear tendency that the higher the sample density, the
lower the permeability. This corresponds to the known depen-
dency of the permeability on porosity for other structures [3]. The
results show that for the same porosity Hastelloy B samples sig-
nificantly exhibit higher permeabilities than Inconel and NC
samples. Anisotropy can be observed in the SRFS foams. In the
direction of the foaming, the pressure drop is higher than in the
transverse directions. For comparison of different densities, only
data from the same flow direction were used. Above 70% total
porosity, the primary pores seem to form a network. Above this
porosity, there is a clear increase in permeability with increasing
porosity. The data acquired on pressure drop characteristics of
SRES foams is an important tool for the manufacturer to create
foams with the desired pressure drop characteristics. The design
of functional elements, such as the porous combustion chamber
wall of a gas turbine, may be improved.
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Nomenclature
P = absolute fluid pressure (Pa)
AP = pressure difference between inlet and outlet P;
- P, (Pa)
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L = length of the sample (m)
Ngyn = dynamic viscosity of the fluid (Pa's)
= superficial velocity (m/s)
= density of the fluid (kg/m?)
= porosity (%)
permeability coefficient (m?)
inertial coefficient (m)

mass flow rate (kg/s)
cross section of the sample exposed to flow
(m?)
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experiment. Reynolds found two critical Reynolds numbers (R.) in pipe flows: R.; of
12,830 from laminar to turbulent flow and R, of 2030 from turbulent to laminar flow.
Since no clear relationship has been established between them, we studied how the
entrance shape affects R.. Thus, for the first time, a hysteresis graph can be drawn by
connecting the two curves of R.; and R., such that the two R, values lie on separate

branches of the hysteresis plot. [DOL: 10.1115/1.2903741]

1 Introduction

Laminar-turbulent transition in pipe flows is one of the funda-
mental problems of fluid dynamics and has been widely studied
from experimental, numerical, and theoretical perspectives [1,2].
Among them, the findings of Reynolds [3] in 1883 still remain
unexplained [4-6]. White [4] stated that “There is no theory of
transition. After a century of research on the transition process,
..., the mechanisms are still not completely understood.... A dra-
matic example of our limited knowledge is the fact that the origi-
nal transition experiment (pipe flow) is still not well understood.”

Reynolds observed that there were two critical Reynolds num-
bers (R.) for the laminar-turbulent transition in pipe flows: R, of
12,830, at which steady motion changes into eddies, as deter-
mined by the color-band method, and R, of 2030, at which eddies
change into steady motion, as found by the pressure-loss method.

In his color-band experiments, Reynolds discovered the law of
similarity that now bears his name, the Reynolds number (Re),
defined as Re=UD/v, where U is the mean axial velocity, D the
diameter of the pipe, and v the kinematic viscosity of the fluid.
For the upper R, of 12,830, he obtained 29 values of (i) 11,830-
13,600, (ii) 11,930-14,130, and (iii) 11,800-13,330 for three dif-
ferent pipes of diameters 2.68 cm, 1.527 cm, and 0.7886 cm, re-
spectively. The observed values for the upper R, thus slightly
vary from 11,800 to 14,130.

Reynolds further observed the transition length, defined as the
distance from the inlet to the point where the transition occurs:
“Under no circumstances would the disturbance occur nearer to
the trumpet than about 30 diameters in any of the pipes, and the
flashes generally, but not always, commenced at about this dis-
tance.” The dimensionless entrance length (L,/D) is defined as the
length required for the centerline velocity to reach 99% of its fully
developed value. For Re above 500, L,/D = 0.056Re [7]. The re-
gion beyond this entrance length is called the fully developed
region. For the case of R.=12,830, L,=~0.056X2.68 cm
X12,830~=~1930 cm. Since Reynolds’ pipes were all about 4 ft
and 6 in. (138 cm) long, the transition necessarily occurred in the
entrance region.

In his pressure-loss method, for two pipes of a quarter-inch
(0.615 ¢cm) and a half-inch (1.27 cm) diameter, he obtained two
R, values of about 2030 and 2070, respectively. The pipe lengths
were both 16 ft (488 cm). If tap water is in a disturbed state, some
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length of pipe is required before the disturbed state is smoothed
out. Reynolds stated that “10 feet would be sufficient for the ac-
quirement of a regular condition of flow.” For the case of R,
=2030, L,~0.056X0.615 cm X 2030~ 70 cm. Since the measur-
ing section was 11-16 ft (335-488 cm) downstream of the inlet,
it is clear that transition was measured in the fully developed
region.

Reynolds thus introduced the two transitions in the entrance
region and in the fully developed region. Hereafter, we use the
upper R, of 12,830 and the lower R, of 2030, which are typical
of Reynolds’ obtained values [8]. Here, a question arises: is it
possible to find a factor that affects R, values of 2030 and 12,830
using the color-band method?

Concerning the upper R, of 12,830, however, discrepancies
arose: using Reynolds’ original apparatus, different R, values were
obtained. Ekman [9] observed several different R, values ranging
as high as 13,000, 21,000, 31,000, 42,000, and 51,000. Further,
Van Dyke [10] observed that “modern traffic in the streets of
Manchester made the critical Reynolds number lower than the
value 13,000 found by Reynolds.” It is generally believed that
different disturbances in flow cause different R. values. On this
point, Darbyshire and Mullin [11] found that a critical amplitude
of disturbance is required to cause transition at a given Re and that
this amplitude varies in a systematic way with Re.

In the color-band experiment, it is difficult to quantitatively
control disturbances. Accordingly, we consider the contraction ra-
tio, which apparently affects R,.. This objective might be rephrased
as confirming another apparent cause of transition from distur-
bances. Prandtl and Tietjens [12] stated that “in order to obtain a
high R,, it is important to round off the entrance of the pipe.”

Although the area contraction ratio is generally referenced, two
contraction ratios are actually used: C,(=D,/D) is the ratio of the
bellmouth diameter (D;) to pipe diameter, and C.(=r/D) is the
ratio of the radius (r) of quadrant-arc rounds cut at the edge of the
pipe to pipe diameter (see Fig. 3). In the ASHRAE Handbook of
Fundamentals (ED1-3 Bellmouth, with Wall) [13-15], the en-
trance loss coefficient is described against the contraction ratio C,,
but no R, against C, relationship is described. Their relationship is
supplemented by the significant results obtained in this study.

To this end, since March 2003, we have been conducting ex-
periments similar to Reynolds’ classical color-band experiment,
and the number of experimental trials has exceeded 2300 (as of
January, 2008). The principal objectives are (1) to investigate
whether the contraction ratio apparently governs R,, (2) to estab-
lish experimental procedures for the reproduction of Reynolds’
obtained data, (3) to obtain R, values of 2030 and 12,830 under
similar conditions, and (4) to discuss how Ekman could obtain
high R, values.
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Table 1

R, values obtained and experimental conditions adopted by previous researchers

Author Year R, R, Entrance C, Methods
Reynolds [3] 1883 2030 R, St 1 Pressure
Barnes and Coker [16] 1905 1910-2040 R, St 1 Temperature
Stanton and Pannell [17] 1914 2500 R, St 1 Pressure
Binnie [18] 1945 1970 R St 1 Refraction
Senecal and Rothfus [19] 1953 2100 R, St 1 Pressure
Kanda and Oshima [20] 1987 1930-2700 R St 1 Color band
Darbyshire and Mullin [11] 1995 1760 R, St 1 LDV
Reynolds [3] 1883 11,830-13,600 R, Be 5.8 Color band
Barnes and Coker [16] 1905 4130-12,900 R, Be ? Temperature
Ekman [9] 1910 13,000-51,000 R, Be 5.8 Color band
Stanton and Pannell [17] 1914 16,000 R, Be ? Pressure
Kanda and Oshima [20] 1987 5790-6690 R, Be 29 Color band
Tanekoda [21] 1988 5535 R, Be ? Tracer
Darbyshire and Mullin [11] 1995 17,000 R Be ? LDV

2 Background and Previous Investigations

Many researchers have tried to measure the limit of upper R,
values using a variety of apparatuses—for example, a calming
chamber, baffles, honeycomb, and screens. When considering
Reynolds’ problem, it is desirable to avoid geometric complication
at the pipe inlet and, thus, to revert to bellmouth entrances. R,
values obtained by previous researchers are summarized in Table
1, focusing on bellmouth entrances (Be, bottom half) and a
straight pipe (St, top half). It is obvious from the table that R,
takes a R, i, value of about 2030 when using a straight pipe and
that with bellmouth entrances, R, greatly increases from 2030 to
two R, values, i.e., (a) 5500-6700, (b) 12,000, and higher.

We consider the entrance shapes of Reynolds’ color-band ex-
perimental apparatus. Jackson of the University of Manchester
kindly allowed the first author to photograph Reynolds’ original
bellmouths. The bellmouth diameter is about 15.5 cm for the pipe
with a 2.68 cm diameter. Then, a question arose: is it true that if
R min of 2030 is multiplied by the contraction ratio Cj, then the
value of R.=12,830 is obtained? R.~2030 X 15.5/2.68 = 11,740.
This value is very close to 12,830. Moreover, we recall that Kanda
and Oshima [20] performed similar color-band experiments with a
bellmouth of C;,=2.9 and obtained 5790 <R.<6690; R.=~2030
X 2.9=5890. Accordingly, it was conjectured on the basis of the
above two examples that R, is approximately linearly proportional
to C, in the presence of natural disturbances.

However, the above linear approximation was invalidated by
preliminary experiments conducted in 2003, as shown in Fig. 1,
where the flow state is plotted as a function of Re and C,,. In this
plot, the experimental data are broadly scattered because there
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were no fixed experimental procedures (see Sec. 3.2 (ii)—(v)), and
even at the same Re, a mixture of laminar, transition, and turbu-
lent states is observed. The case of C,=6 corresponds approxi-
mately to Reynolds’ experiments with R.=12,830, denoted by a
solid circle (¢) at the top right of the plot. Fortunately, we con-
firmed that R, ;,~2030 exists in the case of a straight pipe, de-
noted by a solid circle (¢) at the bottom left of the plot, and that
each entrance shape might have its respective minimum R,.

3 Experiment

3.1 Experimental Apparatus. Reynolds’ original tank was
46 cm wide, 180 cm long, and 40 cm high (water depth=38 cm),
and his pipe was about 138 cm long, raised 20 cm from the bot-
tom of the tank. Figure 2 is a schematic diagram of the apparatus
of the present study. Our apparatus is slightly larger than Rey-
nolds’ original equipment. Experiments are conducted in a glazed
tank 50 cm wide, 200 cm long, and 55 cm high. A pipe for over-
flow is installed at the side of the tank, and the water depth is
44 cm. A horizontal acrylic cylindrical pipe of 26 mm inner diam-
eter, 40 mm outer diameter, and 150 cm length is placed 18.5 cm
from the bottom of the tank and passes through the wall of the
tank.

The flowmeter and two valves (valves 1 and 2) are installed
outside the tank. The flowmeter is readable to two decimal places,
and its accuracy is within 1%. The maximum flow rate is approxi-
mately 32 1/min, which corresponds to Re values of 23,000 at
15°C, 26,000 at 20°C, and 29,000 at 25°C. Therefore, water
temperature was carefully measured twice.

The maximum flow flux considerably depends on the water
level (WL), as the velocity of fluid in the pipe is determined by
the vertical distance from WL to the exit position of the drain
hose. In our case, the vertical distance from the pipe is limited to
around 87 cm, while in Reynolds’ case, it was 7 ft (214 cm),
which was sufficient to yield Re values of over 50,000.

Ten exchangeable pipe entrances were prepared and used:
namely, a straight pipe (St), five different quadrant-arc rounds
(Qal—Qa5), and four different bellmouth entrances (Bel-Be4), as
shown in Fig. 3. The bellmouth shapes of Bel-Be4 are ASME
standard 3:2 ellipses. The quadrant-arc round shapes of Qal (r
=1 mm) through Qa5 (r=5 mm) were formed by cutting the edge
of the pipe inlet. Although the shapes of the bellmouths and the
quadrant-arc rounds are slightly different, they are considered to
be equivalent. Thus, the contraction ratio C,, ranges from 1 to 6;
the Be4 bellmouth (C,=6) corresponds to Reynolds’ bellmouth
attached to his 2.68 cm diameter pipe.

A color-dye container is installed at the top of the tank. The
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Fig. 2 Schematic diagram of the experimental apparatus

color dye consists of methylene blue solution and water in a vol-  and initial laminar state, (vi) constant WL by supplying water at a
ume ratio of 1:50, i.e., 20 ml of methylene blue in 1000 ml of high flow rate, (vii) and valve opening or closing operation. These

water. are each considered.

3.2 Experimental Procedures. To achieve high reproducibil- (i) Air solubility in water decreases as temperature rises.
ity of R, there were several issues that had to be resolved: (i) air Since room temperature is usually higher than water tem-
bubbles on the pipe wall, (ii) disturbed water surface in the tank, perature, if water is held for several hours in the tank, the
(iii) distinction between R, and R,,, (iv) waiting time for water to temperature of the water rises and many small air bubbles
become still in the tank, (v) varying Re due to the dropping of WL adhere to the inside and outside of the pipe wall, present-

ing significant obstacles to pipe flow. Accordingly, the wa-
ter was temporarily stored in a 5001 storage tank and
Lb L heated with a 1 kW heater to approximately 15-20°C
L, L2 above its original temperature. Then, the heated water was
‘ moved to another tank and cooled to room temperature.
‘ I Thus, the appearance of small air bubbles on the pipe wall
\ was prevented.
(ii) The water surface in the tank is often slightly disturbed

Db

Joint of bellmouth and pipe,

— and start point of ruler. even if the air-conditioning system is turned off. We noted
(a) Bellmouth entrance (Bel-Be4) that when several plastic plates of 5 mm thickness were
placed across the water surface, reproducibility was mark-

DbT - - edly improved. The plastic plates are connected merely by

placing three long stainless-steel rulers across them. In this
configuration, the plastic plates prevented disturbance

o Joint of round entrance and  pipe, from the top of the water surface and yielded a rigid

st pomnt o e boundary condition of velocities=0 at the water surface.
(b) Quadrant-arc round entrance (Qal-Qa5) (iii) There are two different types of critical Reynolds num-
Entrance D, r L Cy C. 1 I bers, i.e., R.; and R,. These different critical values must

be distinguished.

St 26 00 - 1 0.0 8 158 (iv) A serious problem was determining how long the water

Qal 28 01 01 108 0.039 59 155.9 should be held still in the tank after filling to reduce dis-

Qa2 3.0 02 02 115 0.077 5.8 155.8 turbance. This period is called the waiting time. Reynolds

Qa3 3.2 03 03 123 0.115 5.7 155.7 paid much attention to the stillness of the water, stating

Qa4 34 04 04 131 0.154 56 155.7 that “it was observed that the critical velocity was very

Qa5 36 05 05 1.39 0.193 55 155.7 sensitive to disturbance in the water before entering the

Bel 4.0 . 105 154 ) 5 156 tubes; and it was only by the greatest care as to the uni-

) ) ' formity of the temperature of the tank and the stillness of

Be2 6.07 - 26 234 B 4 154 the water that consistent results were obtained.” Waiting

Be3 104 - 5385 4 - 4 154 times of 3 h for R.; and 20 min for R., were used (see
Bed 156 - 975 6 - 4 154 Sec. 4.1).

(v) Re varies slightly during measurements because of the loss

Fig. 3 Sizes of ten pipe entrance shapes (unit: cm, D=2.6, of hydraulic height head. We measure WL from the top

L2=150) position of the water depth of 44 cm (WL=0 cm). An-
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other serious problem was that the flow state changes from

(a) laminar to laminar, (b) laminar to turbulent, or (c) lami-

nar to turbulent and then back to laminar during measure-

ments under fixed valve conditions. For bellmouths Bel—

Be4, even at the maximum flow flux, the flow in the pipe

begins in a laminar state, and this initial laminar state per-

sists down to around a 5—7 cm drop of WL. This laminar
state is called the initial laminar state. With decreasing

WL, for example, Re is 24,700 at WL=2 cm (laminar),

24,000 at WL=7 cm (laminar), 23,200 at WL=10 cm

(turbulent), and 22,700 at WL=14 cm (turbulent). If the

measurements for WL drops of 2—7 cm were included, the

laminar Re would be higher than the turbulent one. This
confusing result must be avoided. The maximum measur-
able WL is 17 cm since the top of bellmouth Be4 is at

WL=17 cm. Accordingly, the measurable WL is limited to

10—14 cm for R,;. The relative difference in Re between

WL=10cm and 14cm is (23,200-22,700)/22,700

=2.2%.

The WL is kept constant by supplying water at a high rate,

but the water in the tank is somewhat disturbed by incom-

ing water. Since the difference in R, by supplying water
was larger than that described above (v), we followed

Reynolds’ no-supply procedure (see Sec. 4.4).

(vii) One opening or closing valve operation changed Re by
200-500, so that it is somewhat difficult to adjust Re to a
target value with only one operation. Accordingly, it is
desirable to first set the valves for a target value of Re and
then to observe the flow state.

(vi)

Therefore, Procedure 1 and Procedure 2 were devised for natu-
ral disturbance conditions.

Procedure 1 for R.,. Water from the previous experiment re-
mains above the top of the bellmouth in the tank. Water from the
cooled storage tank is added to that from the previous experiment
to the overflow level. The mixed water is slowly stirred several
times with a wooden board to maintain the homogeneity of the
temperature of the water. Then, the water is stilled by placing
plastic plates on the water surface. Our standard waiting time is
3 h, and sometimes extends to over 16 h or 1 dy. Before starting
the measurement, it is desirable to set the flow rate for a target
value of Re by adjusting valve 1. Then, the measurement is started
by quickly opening valve 2, and the WL, time, flow rate, and flow
state for each 1 cm drop of WL are recorded. Such measurement
continues until WL drops by 15 cm. The measured time is used to
check the accuracy of the flowmeter. At the same time, the flow
phenomenon is recorded with a digital video camera or a digital
camera.

Procedure 2 for R.,. The waiting time is 20 min. First, the
experiment is started by abruptly and fully opening both valves 1
and 2 to their maximum flow rates. In the cases of St and Qal-
Qa5, the flow state is turbulent from the beginning of the experi-
ment, whereas in the cases of Bel-Be4, the flow begins in a
laminar state and becomes turbulent as WL drops by 3—-7 cm.
Next, after maintaining the turbulent state through an approxi-
mately 5 cm drop of WL, valve 1 is closed rapidly to achieve the
target flow rate or Re. Valve 2 is used to adjust the flow rate more
precisely. The period of closing the valves is from 40 s to 70 s,
with an average time of about 60 s. The measurement continues
until WL drops further by 2—5 cm after closing the valves. With
decreasing Re, the recorded period becomes longer. Accordingly,
WL, time, flow rate, and flow state for each 5 mm drop of WL are
recorded.

In addition, let us consider the effects of continuously supply-
ing water on R.. To maintain constant WL=0, experiments were
carried out with a flow rate of 10 1/min or 20 1/min using the Be4
bellmouth. Accordingly, Procedure 3 and Procedure 4 were
devised.

Procedure 3 for R., by supplying water. The waiting time is

051202-4 / Vol. 130, MAY 2008

more than 3 h. The water is stilled by placing the plastic plates on
the water surface at WL=~10 cm. If we start measurements at
WL =0 cm, the initial laminar flow state continues for a few min-
utes. To obtain a nearly steady state, water is supplied at WL of
about 10 cm. At the start, valve 1 is closed, while valve 2 is
opened. While WL is raised from 10 cm to 2 cm, the supply flow
rate is checked for 10 I/min or 20 1/min. When WL reaches the
top level of WL=0 cm, we start measurements without stirring
the mixed water. Then, by gradually opening valve 1, we observe
R,y values until turbulent flow begins. Valve 2 is used to adjust the
flow rate more precisely. The WL, time, flow rate, and flow state
for each 30 s and 1 min are recorded. Such measurement contin-
ues for about 10 min. At the same time, the flow phenomenon is
recorded with a digital camera.

Procedure 4 for R., by supplying water. The procedure before
measurements is the same as Procedure 3. When WL is raised to
WL=0 cm, we start the experiment by abruptly and fully opening
valves 1 and 2 to their maximum flow rates; this condition con-
tinues for 3 min. Then, by gradually closing valve 1, we observe
R, values until laminar flow begins. Valve 2 is used to adjust the
flow rate more precisely. The WL, time, flow rate, and flow state
for each 30 s and 1 min are recorded. Such measurement contin-
ues for about 3—4 min.

4 Results and Discussion

4.1 Waiting Time and R, (Procedure 1). In Reynolds’ first
experiment, the tank was filled from the water main through a
hose and was allowed to stand for several hours, from 10 a.m. to
2 p.m. For his other experiments, the number of experiments var-
ied from 1 to 7 per day.

To determine the waiting time, we carried out experiments by
changing the waiting time from 5 min to longer than 15 h using
the Be4 bellmouth at Re~= 11,000, 12,000, and 13,000. The num-
ber of trials was five times for each waiting time. The average
results for the initial laminar WL and probability of turbulence at
WL=14 cm are listed in Table 2. The probability of turbulence for
waiting times of longer than 1 h was 25% at Re= 11,000, 30% at
Re=12,000, and 90% at Re~ 13,000, so that the R.; value was
expected to range from 12,000 to 13,000.

For waiting times of shorter than 10 min, the initial flow state is
greatly disturbed, so that uniform initial conditions cannot be ob-
tained. For waiting times longer than 20 min, the initial laminar
state appears. Waiting times of 1 h or longer are sufficient for
experiments concerning R.;. Following Reynolds, a waiting time
of 3 h was used for R,;.

The initial laminar state persists down to approximately a 6 cm
drop of WL for waiting times longer than 30 min, but it persists
down to around a 3 cm drop for the 20 min waiting time. Since
the turbulent state of an approximately 5 cm drop of WL is re-
quired to achieve R, disturbance conditions, a waiting time of
20 min was used for experiments concerning R,.

4.2 Determination of Transition State (Procedures 1 and
2). Tables 3 and 4 show examples of data log sheets for R.; and
R,,, respectively, where O, A, and X denote the laminar, transi-
tion, and turbulent states. In the memo column, the change of the
color band is recorded; the color band flows downstream, chang-
ing or shifting its figure as only straight, from straight to down-
ward or upward, widened band, and wave of wavelength
~40-100 cm.

It is easy to distinguish the laminar and turbulent states, but it is
slightly difficult to determine the transition state, as there are
many different patterns of transition, including puffs and slugs.
First, we describe some difficulties in determining the flow state
for R.;. When Re approaches R, particularly for low values be-
low around 4000, the transition state repeatedly disappears
(relaminarization) and reappears (transition) during the 1 cm drop
of WL. For example, a turbulent spot appears in the color band at
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Table 2 Waiting time versus initial laminar WL (cm) and probability (%) of turbulence at WL
=14 cm (Procedure 1, the number of trials is five times for each waiting time and Re)

Re~11,000 Re= 12,000 Re= 13,000

Waiting time Laminar WL Turbulence  Laminar WL Turbulence = Laminar WL Turbulence

5 min 0.1 100 0.0 100 0.0 100

10 min 1.0 80 0.1 60 0.5 100

15 min 3.0 80 5.0 60 1.6 100

20 min 2.7 40 35 80 35 100

30 min 5.7 40 6.6 80 4.1 80
1h 11.8 40 9.6 40 9.2 80

2h 12.8 20 13.0 00 7.8 100

3h 13.0 20 11.4 40 8.4 80
Above 15 h 10.8 20 9.4 40 8.6 100
Av.: above 1 h 12.1 25 11.8 30 8.5 90

Table 3 Example of data log sheet for R, (Procedure 1) (Date (No.): March 24, Wed, 2006 (1),
Time: 14:15 p.m., Entrance: Be4 Temperature (°C): room, 18.0; water, 18.8)

WL (cm) Time Flux (I/m) State x, (cm) Re Memo
0 O
1 36s 16.71 O 13,190 Straight
2 1 min 13 s 16.57 O 13,070 Straight
3 1 min 46 s 16.48 O 13,010 Straight
4 2 min 23 s 16.45 @] 12,990 Downward
5 2 min 59 s 16.31 O 12,875 Straight
6 3 min 37 s 16.26 O 12,840 Straight
7 4 min 13 s 16.20 A 12,790 Straight
8 4 min 50 s 16.11 A 12,720 Downward
9 5 min 28 s 15.96 A 100-120 12,600
10 6 min 05 s 15.83 A 105 12,500
11 6 min 43 s 15.80 O 12,470 Upward
12 7 min 20 s 15.73 O 12,420 Upward
13 7 min 58 s 15.62 A 120 12,330
14 8 min 36 s 15.56 A 120 12,280
15 9 min 15 s 15.44 A 120 12,190

Table 4 Example of data log sheet for R, (Procedure 2) (Date (No.): May 20, Wed, 2005 (1),
Time: 17:27 p.m., Entrance: St Temperature (°C): room, 21.5; water, 20.4)

WL (cm) Time Flux (1/m) State x, (cm) Re Memo
0 e X P
1 30.44 A 24,990
2 30.34 A 24910
_ _ _ X _ _ _
6 29.83 A 3-6 24,490

Closing time

7.5 00 s 2.55 A 20-30 2090 Upward
8 1 min 59 s 2.52 A 20-30 2070

8.5 4 min 00 s 2.51 O 2060 Band

247 O 2030

9 6 min 00 s 2.48 O 2040 Band

N e 2.48 O 2040 Upward
9.5 8 min 04 s 247 O 2030 Upward
10 10 min 06 s 2.48 O 2040 Straight
e L 247 (A) 2030 Band
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some distance from the inlet and travels downstream along the
pipe; then, the next turbulent spot appears at almost the same
distance from the inlet. The flow state between these two turbulent
spots appears to be laminar, judging from the continuity of the
color band. This phenomenon is called intermittency. With in-
creasing Re, the length of the laminar color band becomes shorter,
and the turbulent spots become more violent. Finally, the turbulent
state begins. We used the criteria that in the transition state, at
least one turbulent spot always exists in the color band. The tur-
bulent state is clearly recognized because the color band abruptly
and randomly disappears some distance downstream.

Next, concerning R, relaminarization takes place during a
2-3 cm drop of WL and beyond. This means that the closing time
of the valves may affect the flow state. Just after closing the
valves, the following phenomena are observed: (a) The turbulent
state immediately changes to the laminar state. (b) The turbulent
state persists for a 5 mm drop of WL, then changes to a laminar
one. (c) The turbulent state persists. Accordingly, the transition
state for R, is judged to be that when the transition or turbulent
state continues for at least a 1 cm drop of WL.

Last, we consider how to determine the flow state since four
combinations of transitions exist: (i) laminar to laminar, (ii) lami-
nar to turbulent, (iii) turbulent to laminar, and (iv) turbulent to
turbulent. For R, it is assumed that case (i) is laminar, cases (ii)
and (iv) are turbulent, and case (iii) is a mixture of turbulent and
laminar due to laminarization. In case (ii), at a high Re, the initial
state is laminar, but the state changes from laminar to turbulent as
Re decreases; this laminar state is not regarded as laminar since it
is generally believed that Re in a turbulent state is larger than that
in a laminar state under similar conditions. For R, case (i) is
laminar and cases (ii)—(iv) are turbulent, although in case (iii) the
state is often relaminarized during measurements.

4.3 Critical Reynolds Numbers for R.; and R, (Proce-
dures 1 and 2). Let us consider a determination method for R..
Figure 4 shows the frequency of the flow state against Re in the
vicinity of R, similar to a population pyramid in full detail, e.g.,
for the St and Be4 entrances, where the laminar and transition/
turbulent flow states are separately grouped on the left and right
sides. Each Re value was recorded by rounding to the nearest 50
or 100. From these figures, R, is determined under the condition
that the frequency of the transition/turbulent state is greater than
that of the laminar state above the value of R,; for other entrances,
the above population pyramid method was used. A summary of
frequencies of experimental values is shown in Table 5, where Re
denotes the range of trial Re, O and X are the frequencies of
laminar and transition/turbulent states, respectively, and ( *) de-
notes R.. R, values are shown in Fig. 5 and listed in Tables 5 and
6.

The main features of our experimental results are as follows.

(1) In Fig. 5, values of R, and R,, are plotted against the
contraction ratio C,. When connecting the two lines of R.; and
R», a hysteresis curve could be drawn. For example, at C,=6, R
and R, can be connected when disturbances are given by chang-
ing the waiting time or supply water rate (see Tables 2 and 7).

(2) The lower R, value of 2050 was obtained for the straight
circular pipe as

Rc,minz lim R(,‘2=R02(St) ~ 2050 (1)
Cp—1
This result agrees well with previous researchers’ results for a
straight pipe entrance, as listed in Table 1.

(3) The value of R,; steadily and smoothly increases as the
contraction ratio C,, increases from C,=1 (St) through C,=1.08
(Qal)-1.31 (Qa4), to C,=1.39 (Qa5). Then, R, reaches a con-
stant value of 12,200-12,500 for the entrance shapes of C,
=1.39 (Qa5) through C,=6 (Bed). In this way, it is possible to
reproduce the upper R.; value of around 12,830 for C;,= ~1.4
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Fig. 4 Frequency of flow states against Re in the vicinity of R,
for St and Be4 (Procedures 1 and 2); (a) Straight pipe (St), (b)
bellmouth (Be4)
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Table 5 Frequency of flow states against Re in the vicinity of R, (Procedures 1 and 2, O
denotes laminar, x is transition/turbulent, and * is R,)

RL’I R('Z
Entrance Re O X Re O X
St 2000-2150 13 1 1850-2000 32 11
2200%-2350 0 18 2050%-2200 8 40
Qal 3450-3550 10 1 2950-3100 15 6
3600%-3750 2 17 3150%-3250 3 13
Qa2 4800-4950 17 9 3900-4050 9 4
5000%-5150 13 21 4100%-4250 9 19
Qa3 6500—6650 17 6 4450-4600 17 1
6700%-6850 3 21 4650+ 4800 8 18
Qa4 8550-8700 17 8 4650-4800 25 7
8750*-8900 3 22 4850%-5000 10 24
Qa5 11,800-12,100 16 3 5050-5150 7 0
12,200%-12,500 9 16 5200%-5350 10 20
Bel 12,300-12,400 10 1 5000-5150 23 12
12,500%~12,800 4 10 5200%-5350 6 16
Be2 11,900-12,100 7 3 5300-5400 22 4
12,200%—12,400 10 23 5450%-5650 28 26
Be3 12,300-12,400 13 6 5300-5450 30 7
12,500% 12,800 5 16 5500%-5650 22 24
Be4 11,900-12,100 15 9 5300-5450 44 10
12,200% 12,700 0 13 5500%-5650 14 33
16000
1400 0; . and to verify Reynolds’ classic result.
120003 7 e B 8 Similarly, the value of R, steadily and smoothly increases from
100001 C,=1 to 1.39 and continues to slightly increase to C;,=2.34 (Be2).
v g 005 Then, the value of R., reaches another constant value of 5450—
= ] 5500 for C,= ~2.3. Note that R, reaches 5200 at C,=1.39
60003 pa— (Qa5) and that both R, and R, are almost completely determined
40007 by the small quadrant-arc rounds (r=1-5 mm) shaped at the pipe
20001 inlet (D=2.6 cm).
0l ' ' ' ' ' ' ' (4) What factor primarily affects R, in the Reynolds’ color-band
0 1 2 3 4 5 6 7 experiment among C,,, separation of R.; and R, waiting time,
Contraction ratio Cb and supply water rate? Let us compare the magnitude of factors
o Ecl , o lécz ; by considering the ratio of an upper R, to a lower R, under the
s Rg{n(ao:)tds Rg]’_lR()»RcZ same conditions. The first key factor should be C, or C, since the

ratio is 12,200/2200=5.5 for R.; and 5500/2050=2.7 for R,.
Fig. 5 Hysteresis curve drawn by connecting two lines of R,; The second factor is the ratio of R. to R.: the ratio is
and R, against contraction ratio C,

Table 6 Experimental values of R, and R, versus contraction ratio (Procedures 1 and 2)

R, R
Entrance C, C, Expt. Eq. (2) Error (%) Expt. Eq. (3) Error (%)

St 1 0 2200 2370 7.7 2050 2060 0.5
Qal 1.08 0.039 3600 3390 -5.8 3150 3170 0.6
Qa2 1.15 0.077 5000 4850 -3.0 4100 4000 2.4
Qa3 1.23 0.115 6700 6750 0.7 4650 4600 -1.0
Qa4 1.31 0.154 8750 9170 4.8 4850 4980 2.7
Qa5 1.39 0.192 12,200 11980 -1.8 5200 5100 -1.9
Be2 2.34 B 12,200 B e 5450
Be3 4 12,500 5500
Be4 6 12,200 5500
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Table 7 Effects of supplying water on R, (Procedures 3 and 4)

R, (10 1/m) R, (20 1/m) R, (10 1/m) R, (20 1/m)
No. Re (X) Re (O) No. Re (X) Re (O) No. Re (X) Re (O) No. Re (X) Re (O)
1 8050 7200 6 7500 6950 11 6450 6200 16 6250 5350
2 7500 7200 7 6000 5450 12 7000 6950 17 6500 5500
3 10050 9250 8 7200 6600 13 7700 7100 18 6350 5650
4 9150 8450 9 6750 6300 14 7900 7500 19 7000 6100
5 11650 11600 10 6900 6750 15 7900 7100 20 6650 6450
Av. 9300 8750 — 6850 6400 — 7400 6950 — 6550 5800
R 9000 — 6650 — 7200 — 6200

12,200/5500=2.2 at C,=6. The ratio when varying the waiting
time is approximately 13,000/11,000=1.2 at C,=6 (see Table 2).
For varying rates of supplying water, the ratios are 9000/6650
=1.4 for R, and 7200/6200=1.2 for R, (see Table 7). Therefore,
it is clear that C), or C, primarily affects both R.; and R, and that
the separation of R.; and R, considerably affects R... In compari-
son with these main factors, the effects of the waiting time and the
supply of water on R, are found to be relatively small.

(5) Consider whether or not the sharp edge is a singular point
for R.. It is generally believed that “If the inlet has sharp corners,
flow separation occurs at the corners, and a vena contracta is
formed. The fluid must accelerate locally to pass through the re-
duced flow area at the vena contracta [22].” Here, the singular
point is defined as whether or not R, can be a smooth continuous
function of C;, or C, at C,=1.

First, to evaluate the smoothness of experimental data, the
method of least squares for a polynomial of degree of 2 against C,
was adopted since the relative errors of a linear polynomial are
considerably larger than that of a quadratic. From the data pre-
sented in Table 6, the value of R,; can be approximated as

R.(C,) = 2370[65.7(C,)* +8.5(C,) + 1], 0<C,<0.192

()

Similarly, for the value of R, we obtain the approximation
R.,(C,) = 2060[-39.6(C,)> +15.3(C,)+ 1], 0<C,<0.192

3)
The relative errors between such calculated values and empirical
data are listed in Table 6. To compare Egs. (2) and (3) with the
experimental data, the calculated results are plotted together with
the data in Fig. 5. The maximum absolute relative error of R is
7.7% at C,=0 (St) and no greater than 5.8% for others. The errors
of 7.7% and 5.8% for St and Qal, respectively, may be caused by
the difficulty of observations owing to intermittent turbulence. In
contrast, the maximum absolute relative error of R, is 2.7% at
C,=0.154 (Qa4) and no greater than 2.4% for others.

If the manufacturing error of the radius is 0.1 mm, then the
absolute errors of R.; and R, are estimated as

(0.01>~80 d (0.01)~ 20 .
Rcl 26 - an RcZ 26 ~1 ( )
Thus, the quadrant-arc rounds should be precisely manufactured.
The precision of the quadrant-arc rounds was checked using a
radius gauge that can measure radii from 1.0 mm to 7.0 mm in 17
levels.

Next, the transition length for the straight pipe flow was ap-
proximately 6-13 diameters at Re~2000 but 4-7 diameters at
Re = 13,000. (The transition length for bellmouth entrances elon-
gates up to 20-50 diameters with increasing C,, as Reynolds ob-
served.) Therefore, it may be concluded that the sharp edge is not
a singular point for transition phenomena at Re = 2000 because of
the smoothness of Egs. (2) and (3) near the inlet and the laminar-
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state region 6—13 diameters from the inlet.

(6) Under the condition of no plastic plates on the water surface
and a waiting time of 10 min, the value of R, (St) was around
1750 rather than 2050 [23]. However, it was then difficult to sus-
tain the transition state for more than a 1-2 c¢cm drop of WL. For
simplicity, replication of the same experimental conditions is de-
sirable, so the case of no plates was omitted from this study.

4.4 Effects of Supplying Water on R, (Procedures 3 and 4).
The maximum pump flux is 20 1/min. The measurement period is
restricted by the volume of the 500 1 storage tank. Thus, the water
supply rate was determined to be 10 1/min and 20 I/min. The
constant surface level of WL=0 was almost maintained for R, as
the flow flux was 6.98 I/min, 9.77 I/min, and 12.56 1/min at
15°C for Re=5000, 7000, and 9000, respectively. In the case of
R.,, however, the maximum flow flux was approximately
32 1/min, which is higher than 10 1/min or 20 1/min, so that WL
fell from O cm to 6.6 cm or 3.6 cm in the first 3 min, respectively.
At the drop of around 7 cm, Re changed slightly from 23,670
(32.36 1/min) to 22,490 (30.74 1/min) at 15.8°C.

The number of trials was five times for each case. Table 7
shows the experimental results. Re(O) and Re(X) stand for Re in
a laminar and a turbulent state, respectively. R. values were
roughly estimated as the average of Re(O) and Re(X) values
since it is somewhat difficult to obtain a precise R, value because
of the difficulty of a precise valve operation. The main features of
our experimental results are as follows.

(1) It is clear that R.; and R., decrease as the supply rate in-
creases.

(2) Four R, values of 9000, 6650, 7200, and 6200 fall between
R,y of 12,200 and R, of 5500 at C,=6, which were ob-
tained under the no-supply condition.

(3) R, of 6650 with a supply of 20 1/min is smaller than R,
of 7200 with 10 1/min. This indicates that the measuring
period of 3—4 min causes the relaminarization from a tur-
bulent state. Therefore, it is desirable to avoid gradual valve
operation and to immediately set the valves to a target
value of Re and observe the flow state.

4.5 Discussion. Let us discuss (i) transition in the fully devel-
oped region and (ii) the high value of R,;=51,000 obtained by
Ekman.

(i) Reynolds observed a transition in the fully developed re-
gion in his pressure-loss experiments. The transition oc-
curs after the parabolic velocity profile becomes artifi-
cially distorted [6,24,25]. Then, puffs and slugs generated
by the disturbances in the fully developed region were
identical to the structures observed when the flow in the
inlet region underwent transition. Transition was also ob-
served in the fully developed region under natural distur-
bance conditions [26]. Here, a question arises: Where do
the transitions take place under natural disturbance condi-

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions? Granger [14] and Tanekoda [21] stressed that the
transition from laminar to turbulent flow occurs necessar-
ily in the entrance region. Measurements of the transition
length will be required in future research since it is one of
the physical properties of transition as well as the intermit-
tent turbulence [4].

(ii) Ekman obtained high R, values of 13,000-51,000 using
Reynolds’ original apparatus. Our concern is Ekman’s ex-
perimental procedure. Ekman accelerated the flow of wa-
ter by adjusting the levered drain valve. The maximum
WL in Reynolds’ tank is 10 cm (38—20-15.5/2=10; see
Sec. 3.1), so that the measurable WL would be 0—8 cm.
For R.=51,000, the velocity was 230 cm/s and the pipe
diameter was 2.6 cm. If the flow rate were constant, the
measurement period would be 47.2s: (180 cm long
X40 cm  wide X8 cm  WL)/(7/4 X 2.6> X 230)=47.2 5.
This period appears to be too short to control the flow rate.

Our starting from WL=6 cm corresponds to Reynolds’ and Ek-
man’s starting from WL=0 cm, where the initial water depth was
44 cm in this study and 38 cm for Reynolds’ apparatus. On the
basis of Ekman’s WL, our results were as follows. (i) At the
maximum Re=~30,000, the initial laminar state persisted to WL
=5 cm, and then the state became turbulent; (ii) when Re was
approximately 10,000 for WL=0-3 cm and then increased to
30,000, the flow state was laminar for WL=0-7cm but became
turbulent at WL=8cm.

Even under natural disturbance conditions, the flow phenomena
or disturbances in the tank change with Re and WL; the flow
phenomena change depending on experimental procedures. There-
fore, the difference in experimental procedures might be the cause
of Ekman’s high R, values.

5 Conclusions

Re primarily and generally affects R, for a laminar-turbulent
transition. For pipe flows, we experimentally studied what factor,
besides Re, mainly affects R... For the first time, we observed that
an apparent cause of the transition is the contraction ratio of pipe
entrances, particularly that of the small quadrant-arc rounds cut at
the pipe inlet.

In the entrance region of pipe flow, there are two critical values
for the laminar-turbulent transition depending on the magnitude of
disturbances: R.; from laminar to turbulent flow and R, from
turbulent to laminar flow. We devised Procedure 1 for R.; and
Procedure 2 for R,,, and a good reproduction of Reynolds’ color-
band experiments was achieved. Each entrance shape has a spe-
cific R.; and R.,. The value of R.; continuously increased and
reached a constant value of R.;=~12,200-12,500 for C,= ~ 1.4,
where Reynolds’ value of 12,830 could be reproduced. Similarly,
the value of R., continuously increased and reached a constant
value of R.,=5450-5500 at C,,= ~2.3. Reynolds’ value of 2030
could be reproduced by a method similar to Reynolds’ color-band
method when using a straight pipe.

If we assume a hysteresis curve that connects the two branches
of R.; and R, then each line appears to have the property of
continuity even at a sharp-edge corner of the pipe. Accordingly, it
may be deduced that the sharp-edge corner is not a singular point
for transition phenomena at Re~2030.

Finally, future research will be focused on the analysis of the
theoretical relationship between entrance shapes and R, [27].
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Nomenclature
= contraction ratio (D,/D)

C, = contraction ratio (r/D)
D = pipe diameter
D, = bellmouth diameter
r = radius of quadrant-arc round cut at the pipe
inlet
R, = critical Re for the laminar-turbulent transition
R, = R, from laminar to turbulent flow
R, = R, from turbulent to laminar flow
R, min = minimum R,
Re = Reynolds number based on diameter and mean
velocity
WL = water level from the top water surface (WL
=0 cm)
References

[1] Kerswell, R. R., 2005, “Recent Progress in Understanding the Transition to
Turbulence in a Pipe,” Nonlinearity, 18, pp. R17-R44.

[2] Eckhardt, B., Schneider, T. M., Hof, B., and Westerweel, J., 2007, “Turbulence
Transition in Pipe Flow,” Annu. Rev. Fluid Mech., 39, pp. 447-468.

[3] Reynolds, O., 1883, “An Experimental Investigation of the Circumstances
Which Determine Whether the Motion of Water Shall be Direct or Sinuous,
and of the Law of Resistance in Parallel Channels,” Philos. Trans. R. Soc.
London, 174, pp. 935-982.

[4] White, F. M., 1991, Viscous Fluid Flow, 2nd ed., McGraw-Hill, New York, pp.
369-370.

[5] Drazin, P. G., 2002, Introduction to Hydrodynamic Stability, Cambridge Uni-
versity Press, Cambridge, England, p. 5.

[6] Eliahou, S., Tumin, A., and Wygnanski, A., 1998, “Laminar-Turbulent Tran-
sition in Poiseuille Pipe Flow Subjected to Periodic Perturbation Emanating
From the Wall,” J. Fluid Mech., 361, pp. 333-349.

[7] Chen, R.-Y., 1973, “Flow in the Entrance Region at Low Reynolds Numbers,”
ASME J. Fluids Eng., 95, pp. 153-158.

[8] Lamb, H., 1975, Hydrodynamics, 6th ed., Cambridge University Press, Lon-
don, p. 664.

[9] Ekman, V. W., 1910, “On the Change From Steady to Turbulent Motion of
Liquids,” Ark. Mat., Astron. Fys., 6(12), pp. 1-16.

[10] Van Dyke, M., 1982, An Album of Fluid Motion, Parabolic, Stanford, p. 61.

[11] Darbyshire, A. G., and Mullin, T., 1995, “Transition to Turbulence in
Constant-Mass-Flux Pipe Flow,” J. Fluid Mech., 289, pp. 83-114.

[12] Prandtl, L., and Tietjens, O. G., 1957, Applied Hydro- and Aeromechanics,
Dover, New York, p. 35.

[13] ASHRAE Handbook Committee, 1997, ASHRAE Handbook of Fundamentals,
ASHRAE, Atlanta, p. 32.32.

[14] Granger, R. A., 1995, Fluid Mechanics, Dover, New York, pp. 484 and 511—
512.

[15] White, F. M., 1999, Fluid Mechanics, 4th ed., McGraw-Hill, New York, p.
372.

[16] Barnes, H. T., and Coker, E. G., 1904, “The Flow of Water Through Pipes:
Experiments on Stream-Line Motion and the Measurement of Critical Veloc-
ity,” Proc. R. Soc. London, Ser. A, 74, pp. 341-356.

[17] Stanton, T. E., and Pannell, J. R., 1914, “Similarity of Motion in Relation to
the Surface Friction of Fluids,” Philos. Trans. R. Soc. London, Ser. A, 214, pp.
199-224.

[18] Binnie, A. M., 1945, “A Double-Refraction Method of Detecting Turbulence
in Liquids,” Proc. Phys. Soc. London, 57, pp. 390-402.

[19] Senecal, V. E., and Rothfus, R. R., 1953, “Transition Flow of Fluids in Smooth
Tubes,” Chem. Eng. Prog., 49(10), pp. 533-538.

[20] Kanda, H., and Oshima, K., 1987, “Numerical Study of the Entrance Flow and
Its Transition in a Circular Pipe (2),” Proceedings of the Symposium on the
Mechanics for Space Flight 1986, Report No. SP5, Instiution of Space and
Astronautical Science, Tokyo, pp. 47-76.

[21] Tanekoda, S., 1988, Fluid Dynamics by Learning From Flow Images, Asakura,
Tokyo, p. 165, in Japanese.

[22] Fox, R. W., and McDonald, A. T., 1994, Introduction to Fluid Mechanics,
Wiley, New York, pp. 336-337.

MAY 2008, Vol. 130 / 051202-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[23] Kanda, H., and Yanagiya, T., 2005, “Experimental Conditions for Minimum
Critical Reynolds Number in Pipe Flow,” Proceedings of the ASME Interna-
tional Mechanical Engineering Congress and Exposition, Orlando, Paper No.
IMECE2005-80637.

[24] Leite, R. J., 1959, “An Experimental Investigation of the Stability of Poiseuille
Flow,” J. Fluid Mech., 5, pp. 81-96.

[25] Rubin, Y., Wygnanski, 1. J., and Haritonidis, J. H., 1979, “Further Observa-

051202-10 / Vol. 130, MAY 2008

tions on Transition in a Pipe,” Proceedings of the IUTAM Symposium on
Laminar-Turbulent Transition, Stuttgart, pp. 17-26.

[26] Reshotko, E., 1958, “Experimental Study of the Stability of Pipe Flow. 1.
Establishment of an Axially Symmetric Poiseuille Flow,” Jet Propulsion Labo-
ratory, Pasadena, Progress Report No. 20-364.

[27] Kanda, H., “Calculation of Minimum Critical Reynolds Number in Pipe
Flows,” Proceedings of the 21th CFD Symposium, JSFM, Paper No. D3-2.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acoustic Power Calculation in
Deep Cavity Flows: A
Semiempirical Approach

Acoustic power generated by turbulent flow over a coaxial side branch (deep cavity)
resonator mounted in a rectangular duct is calculated using a semiempirical approach.
Instantaneous flow velocity is decomposed into an irrotational acoustic component and
vorticity-bearing hydrodynamic field. The total velocity at several phases of the acoustic
oscillation cycle is measured using digital particle image velocimetry. The acoustic ve-
locity field is numerically calculated. The emphasis is on the effect of the accurate
geometry representation for the acoustic field modeling on the calculated acoustic power:
Despite the generally low levels of acoustic radiation from the coaxial side branches,
when the main duct is incorporated into the model for calculation of the acoustic velocity,
the acoustic velocity exhibits substantial horizontal (streamwise) components in the vi-
cinity of the cavity corners. This streamwise acoustic velocity correlates with hydrody-
namic horizontal velocity fluctuations, thus contributing to the calculated acoustic power.
Spatial structure and strength of the acoustic source change as the distance between the
side branches varies. Global quantitative imaging approach is used to characterize the
transformation of the acoustic source structure in terms of patterns of instantaneous and
phase-averaged flow velocity, vorticity, and streamline topology as well as time-averaged
acoustic power. [DOI: 10.1115/1.2907413]
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Introduction

Internal flow past a deep cavity (side branch) mounted in a duct
is often characterized by the coupling between the self-sustained
oscillations of the separated shear layer that forms across the
mouth of the cavity and the resonant acoustic modes of the side
branch. This resonant phenomenon, which occurs in many indus-
trial processes involving transport of a fluid through a pipeline and
has been reported by several authors including Chen and Sturchler
[1] and Baldwin and Simmons [2], involves high-amplitude pres-
sure pulsations and flow oscillations.

Flow tone generation past multiple side branches has been a
subject of many investigations, as summarized by Ziada and Biihl-
mann [3]. Classification of side branch resonances as fluid-
resonant oscillators was performed by Rockwell and Naudascher
[4]. Keller and Escudier [5] investigated flow-acoustic resonances
in covered cavities and discussed the transfer of energy from the
mean flow to the acoustic wave field. It was shown that in the case
of high Mach number flow over a covered cavity, the excitation
mechanism is gas dynamic in nature. In contrast to this regime is
the edge-tone generation mechanism (i.e., impingement of vortical
structures on a solid boundary), which is predominant in the case
of low Mach number flows that are subject of the present study.
When a turbulent flow passes over a deep cavity (side branch)
mounted in a duct, a shear layer is created between the moving
fluid in the main duct and the stationary fluid in the side branch.
Flow-acoustic coupling occurs when the frequency of the hydro-
dynamic shear layer instability matches the resonant acoustic
mode of the side branch. The resonant acoustic waves interact
with small-scale vortical structures in the shear layer. This inter-
action results in formation of large-scale vortices that are con-
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vected downstream and eventually release part of their energy to
the acoustic field. This energy contributes to the increase of the
amplitude of the acoustic waves and, in turn, to the radiated noise.

Characterization of the acoustic noise source in terms of its
shape and the contribution of individual vortices to the generated
acoustic power continue to present significant challenges despite
the considerable insight provided by recent investigations.
Hourigan et al. [6] and Stoneman et al. [7] characterized acousti-
cally coupled shear layer oscillations in terms of the number of
vortices formed in the shear layer during a typical oscillation
cycle. The theoretical background for these experimental and nu-
merical studies was provided by the aerodynamic sound theory
outlined by Howe [8]. In addition, Dequand et al. [9,10] studied
the behavior of acoustically coupled flows over deep cavity reso-
nator. The authors identified the characteristic flow regimes and
provided the numerical and analytical models of the flow. More
recently, investigations of flow-acoustic coupling mechanisms re-
lated to cavity flows were conducted by Amandolése et al. [11],
Oshkai et al. [12], and Arthurs et al. [13].

The foregoing investigations have provided considerable in-
sight into the physics of flow-acoustic coupling. The present study
aims to address a number of issues that remain unresolved. The
results presented herein correspond to a low Mach number turbu-
lent flow past a coaxial side branch resonator. In contrast to the
earlier work, the present study represents the first application of
vortex sound theory in conjunction with global quantitative flow
imaging and numerical simulation of the two-dimensional acous-
tic wave field. Implementation of this semiempirical approach al-
lows identification of regions where the energy exchange between
the acoustic and vorticity-bearing fields takes place.

The present study focuses on a coaxial side branch system,
which involves two side branches mounted on the opposite sides
of a rectangular duct and inline with each other. A schematic of
the experimental arrangement is shown in Fig. 1. Global, quanti-
tative images of the flow were obtained using digital particle im-
age velocimetry (DPIV). These images, obtained in conjunction
with measurements of acoustic pressure, provide insight into the
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Fig. 1 Schematic of the coaxial side branch resonator

spatial structure of the acoustic source corresponding to two dis-
tinct hydrodynamic modes of shear layer oscillation for two val-
ues of the main duct width. In order to provide additional details
of the acoustic source structure, the acoustic mode shapes encoun-
tered during the generation of flow tones were numerically simu-
lated. The acoustic velocity was deduced from these numerical
calculations.

Experimental System and Techniques

Complete details of the experimental system are described by
Oshkai et al. [12]. Only the essential features are described herein.

Air was supplied by a compressor located in a separate room
and isolated from the experimental apparatus. An inlet plenum
served as a settling chamber upstream of the coaxial side branch
system, which is schematically shown in Fig. 1.

The duct had a streamwise length of 492 mm and a height (the
out-of-page dimension) of 25.4 mm. Two coaxial side branches
were mounted on the opposite sides of the main duct, 454 mm
downstream of the duct inlet. The side branches had a square
cross section, and were constructed of a 3.2-mm-thick aluminum.
The main duct extended for additional 12.6 mm downstream of
the side branch arrangement.

In the present investigation, the flow features are compared for
the two cases corresponding to a relatively large value of the main
duct width (D=13 mm) and a smaller value of D=6.5 mm. Di-
mensions of the individual side branches (L=25.4 mm, W
=483 mm) were chosen to provide an opportunity for observation
of at least two distinct hydrodynamic modes of the shear layer
oscillation for both values of the main duct width.

Measurements of unsteady pressure were performed using pi-
ezoelectric microphone pressure transducers, indicated as P and
P, in Fig. 1. The pressure transducers had a nominal sensitivity of
10340 V/Pa and were deployed at the dead ends of side branch
resonator. The pressure signals were converted to a digital form at
the time of acquisition.

051203-2 / Vol. 130, MAY 2008

DPIV was employed for the purposes of global, quantitative
flow visualization. Oil droplets with the typical diameter of ap-
proximately 1 um were used as tracer particles. Images of the
tracers, which were illuminated by a laser, were captured by a
high-resolution digital camera and processed to yield the global
instantaneous flow velocity measurements. Depending on the flow
velocity and the factor of magnification of the camera lens, the
delay of the two pulses was chosen such that adequate displace-
ments of the particle images on the charge coupled device (CCD)
are obtained.

For the present study, a lens with a focal length of 60 mm was
used in conjunction with a 1376 X 1040 pixel CCD. Each particle
image was divided into interrogation windows that corresponded
to individual vectors in the velocity field. A multipass interroga-
tion process with a final interrogation window size of 32
X 32 pixels and 50% overlap between the windows was employed
to provide a physical resolution of 73 pixels/mm, which corre-
sponds to the velocity vector field resolution of 0.22 X 0.22 mm?.
The system provided 4.9 cross-correlated images per second. The
velocity data contained approximately 2% bias uncertainty due to
the erroneous vectors that were replaced by interpolation during
postprocessing stage. In addition, errors associated with location
of the particle displacement correlation peak (precision errors)
accounted for uncertainty of approximately 2%.

The trigger signal to the laser was recorded together with the
acoustic pressure signals. This provided the information regarding
the phase of acquisition of each velocity field with respect to a
typical acoustic cycle.

Since the temporal resolution of the DPIV system was limited
to 4.9 Hz (in terms of cross-correlated image pairs), while the
range of the acoustic frequencies in the present study was between
172 Hz and 883 Hz, a phase-locking technique was employed in
the present study, which enabled acquisition of 100 cross-
correlated pairs of flow images at each predetermined phase of the
acoustic oscillation cycle using the real-time acoustic pressure sig-
nal as a reference. The acoustic pressure signal was acquired using
an analog-to-digital data acquisition board (National Instruments
PX1-4472). A computer code was developed to control the data
acquisition board and to determine the point of the occurrence of
zero amplitude with a rising edge in the real-time pressure signal.
At the corresponding time instant, single pulse transistor-transistor
logic (TTL) signal was sent to trigger the camera for image cap-
ture.

The acoustic pressure signal was essentially sinusoidal, and the
dominant frequency was well separated from other components.
Therefore, the acoustic pressure signal was not filtered, and the
ambiguity of the phase calculation was estimated based on the
predominant frequency of the shear layer oscillation mode and the
data acquisition frequency. The period of the pressure data acqui-
sition (0.00002 s) corresponds to approximately 4 deg of the com-
plete oscillation period, which results in the ambiguity of £4 deg
in the phase calculation.

One hundred pairs of images at each predetermined phase of
the acoustic oscillation cycle were acquired. Ensemble averaging
of the PIV images corresponding to the same phase was per-
formed to produce a single global quantitative representation of
the flow at that phase.

Numerical Simulation of Acoustic Field

Acoustic mode shapes encountered during the experiments
were numerically modeled. Solution of a modified two-
dimensional Helmholtz equation was obtained using COMSOL 3.2
software. The boundary conditions at the open ends of the duct
were set to zero acoustic pressure. All other surfaces were mod-
eled as solid boundaries. Figure 2 shows the computational do-
main and boundary conditions for the case of the wide main duct
(D/L=0.5). A nonuniform computational mesh with a total of
33,920 triangular elements was employed to provide adequate res-
olution in these regions. A close-up of the refined mesh in the
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Fig. 2 Computational domain and boundary conditions

cross-junction region is shown in Fig. 3. The acoustic field defined
as the unsteady potential flow component of the velocity field has
singularities at the sharp corners of the cross junction. In order to
numerically resolve these singularities, the cross-junction corners
were represented by curved elements with a radius of 0.1 mm.
The radius of curvature was chosen to be substantially smaller
than the resolution of the experimentally obtained velocity field
while ensuring numerical convergence upon grid refinement. All
mathematically possible eigenvalues for the frequency range of
interest were simulated. The corresponding pressure distributions
were used to calculate the values of acoustic velocity during the
generation of resonant tones.

It should be pointed out that an alternative approach to simu-
lating the acoustic field could involve using low-frequency
Green’s function, as proposed by Howe [8]. The correct singular
behavior of Green’s function at the sharp corners can be obtained
by matching the acoustic velocity in the region represented by
plane wave propagation to an incompressible potential flow rep-
resentation.

The simulated frequencies are compared to the measured values
in the subsequent sections. Moreover, these results are compared
to the frequency values predicted by a simple theoretical resonator
model that is commonly employed to represent deep open-closed
coaxial side branches.

While the numerical simulation yields all mathematically pos-
sible eigenvalues, only the modes that correspond to low radiation
losses into the main duct can be excited in the physical system.
The acoustic modes corresponding to the in-phase oscillation of
the pressure in the side branches are strongly damped by radiation
along the main pipe and, consequently, are not excited in the
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Fig. 3 Close-up of the computational mesh in the cross-
junction region
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Table 1 Simulated, theoretical, and measured resonant fre-
quencies for the case of the wide main duct (D/L=0.5)

fsimulaled9 Hz flheorelicalv Hz fmeasured’ Hz

f=143
=175
£3=356
f,=459
f5=521
fe=T11
£,=810
f3=879
fo=1064
Flo=1177
F11=1230

f,=175 fi=172

£,=526 fi=521
f5=877 £5=878

f=1228

experimental apparatus. In the vicinity of the corners of the cross
junction, nonzero values of acoustic velocity are also observed
during excitation of the resonant modes, as it is discussed in the
Acoustic Power section. While affecting the spatial structure of
the acoustic noise source, this nonzero acoustic velocity corre-
sponds to relatively low values of acoustic flux into the main duct
and therefore to negligible acoustic radiation.

It has also been demonstrated (e.g., by Ziada et al. [14]) that for
long side branches (W/D> 1), the resonant frequencies of a co-
axial side branch resonator can be predicted using the following
theoretical expression:

B (2n-1)c,
T 22W+D)’

where m=2n-1 is the acoustic resonant mode number and c,
=343 m/s is the speed of sound.

Tables 1 and 2 compare the simulated frequencies to those ob-
served in the experiments as well as to the values predicted by Eq.
(1) for the two values of the main duct width (D/L=0.5 and 0.25),
respectively. Here, f,, refers to the mth oscillation mode. It should
be noted that both the theoretical and the numerical predictions of
the resonant frequencies are within +3% of the measured fre-
quencies of the acoustic modes, which are described in detail in
the following section.

Based on the frequency results alone, it can be concluded that
the coaxial side branches strongly exhibit coupled acoustic behav-
ior for both values of the main duct width. These observations are
in general agreement with the results of Arthurs et al. [13] How-
ever, as it is demonstrated in subsequent sections, when the width
of the main duct is decreased, increased hydrodynamic interaction
between the separated shear layers results in substantial changes
in the structure of the acoustic source.

f n=123,... (1)

Table 2 Simulated, theoretical, and measured resonant fre-
quencies for the case of the narrow main duct (D/L=0.25)

fsimulalcd? Hz flhcorclical’ Hz fmcasurcd’ Hz

=143
=175
£,=358
fa=432
f5=526
fe=710
=793
S3=8T1
5,=1061
Flo=1168
f,=1228

=177 =172

£,=530 =524
f5=883 f5=883

1=1236
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Fig. 4 Resonant acoustic mode shapes: (a) first mode (f=175 Hz); (b) third
mode (f=527 Hz); (c) fifth mode (f=879 Hz)

Mode shapes corresponding to the first three resonant acoustic
modes (m=1, 3, and 5) are shown in Fig. 4. For low Mach number
flows, the total flow velocity can be represented by a linear com-
bination of an incompressible vorticity-bearing velocity and an
irrotational acoustic velocity [8]. The acoustic velocity is defined
as the unsteady component of the irrotational part of the total flow
velocity. Thus, the predicted mode shapes were used to calculate
patterns of acoustic velocity at several phases of a typical acoustic
oscillation cycle during excitation of the coaxial side branch reso-
nator by a fully turbulent inflow. The acoustic velocity was deter-
mined from the values of the local acceleration due to fluctuations
of acoustic pressure (Eq. (3)), as it is described in the Acoustic
Power section. The incompressible vorticity-bearing (hydrody-
namic) velocity field was calculated by subtracting the acoustic
velocity from the total phase-averaged flow velocity that was ex-
perimentally measured using the DPIV technique, as described in
the previous section.

Overview of Acoustic Response

The three-dimensional plots of Fig. 5 show the magnitude of
the measured acoustic pressure peaks on a plane of frequency
versus the mean flow velocity magnitude in the main duct.

The spectra of Fig. 5(a) correspond to the wide main duct
(D/L=0.5). The plot shows that the first acoustic mode (f
=172 Hz) is excited first as the velocity increases. The second
mode to be excited is the fifth acoustic mode (f=878 Hz). The

P, Pa

P |
S
o ~

o 2 =
14 400"~ ~20
e ~_W o (a)

highest peak corresponds to the third acoustic mode (f=521 Hz).
The measured frequencies are within 3% of the theoretical reso-
nance frequencies, which confirms that the model described by
Eq. (1) provides a good prediction of resonant acoustic modes.
Figure 5(a) also indicates that the amplitude of acoustic oscilla-
tion is increased as the mean flow velocity increases.

The corresponding plot for the narrow main duct (D/L=0.25)
is shown in Fig. 5(b). Similar to the wide duct case, the first, fifth,
and third acoustic modes are sequentially excited as the flow ve-
locity increases. In contrast to the previous case, however, the
frequency of the dominant resonant mode switches from the fifth
to the seventh acoustic mode as the flow velocity U reaches ap-
proximately 43 m/s. Significant pressure peaks also exist at the
first acoustic mode for the range of flow velocities between U
=43 m/s and 48 m/s. It is suggested that this quasi-locked-on
response of the resonator occurs due to increased interaction be-
tween the separated shear layers with the decrease of the main
duct width. As the velocity is further increased, the predominant
pressure peak switches back to the third acoustic mode at U
=48 m/s.

Overview of Flow Patterns

Instantaneous images of flow velocity V and out-of-plane vor-
ticity w, corresponding to the locked-on flow tone for the case of
the wide duct (D/L=0.5) are shown in Fig. 6. The images corre-
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Fig. 5 Three-dimensional representation of pressure amplitude as a function of frequency and flow velocity: (a)

D/L=0.5; (b) D/L=0.25
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mode (D/L=0.5, Sr=0.34, U,./ U=0.0005)

spond to a phase in the acoustic oscillation cycle, which is indi-
cated by a circle in the inset schematic. The mean flow velocity is
38 m/s and the acoustic frequency f=521 Hz, which yields a
Strouhal number of Sr=fL/U=0.34. The observed value of the
dimensionless acoustic velocity U,./U for this case is equal to
0.0005. Assuming planar acoustic wave propagation inside the
side branches, the acoustic velocity amplitude U,. can be deter-
mined from the acoustic pressure amplitude P: U,.=P/pyco,
where p, is the mean fluid density and ¢ is the speed of sound.

The vorticity plot illustrates how coupling of the shear layer
instability with the acoustic waves results in rollup of the shear
layer into larger-scale vortical structures as they are convected
downstream along the mouth of the side branch. These large-scale
vortices generally have lower peak vorticity than the small-scale
vortices located immediately downstream of the separation corner
of the cavity, but possess larger circulation values and increased
convective speed. Images presented herein correspond to the first
hydrodynamic mode of the shear layer oscillation, when one
large-scale vortex forms in the shear layer during a typical oscil-
lation cycle.

Figure 6 illustrates a flow regime during which the two shear
layers that form across the top and bottom side branches impinge
upon the downstream corners of the corresponding side branches.
The vorticity of the opposite sign that is induced in the vicinity of
the downstream corners of the side branches due to the interaction
of the separated shear layer with the solid boundary.

The flow regime corresponding to the increased shear layer
interaction that occurs at the lower value of the main duct width

abs velocity, m/s:

Fig. 7
mode (D/L=0.25, Sr=0.28, U,./U=0.001)
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vorticity, 1/s: -22000 -6000 6000 22000

Instantaneous flow patterns corresponding to the first hydrodynamic oscillation

(D/L=0.25) shown in Fig. 7, where the Strouhal number Sr
=0.28 and the dimensionless acoustic velocity U,./U=0.001. In
this regime, the transverse oscillations of the shear layers result in
their impingement on the downstream corners of the opposing
side branches. This interaction suggests that the structure of the
acoustic power source will significantly change as the main duct
width is decreased.

In addition to instantaneous flow measurements, implementa-
tion of real-time analysis of measured acoustic pressure in con-
junction with DPIV imaging resulted in a series of global quanti-
tative images of the acoustically coupled flow that show formation
and propagation of large-scale vortices during a typical acoustic
cycle. Figure 8 shows the phase averaged flow patterns for the two
values of the main duct width D at the same phase of the acoustic
cycle (=10 deg of a sinusoidal pressure fluctuation). These flow
patterns were obtained by ensemble averaging 100 DPIV mea-
surements that were acquired at the same phase of the acoustic
pressure oscillation cycle. The left and right columns of Fig. 8
correspond to the values of D/L of 0.5 and 0.25, respectively. The
images show plots of phase-averaged flow velocity (\_/>/,, vorticity
(), and streamline patterns (from top to bottom). At this phase,
the acoustic velocity is directed into the upper side branch, and a
new vortex is formed at the upstream edge of upper side branch
(indicated in the vorticity plot). The vortex in the lower shear
layer has been fully developed and convected downstream. The
patterns of the streamline topology correspond to the reference
frame moving from left to right with the speed of 0.5U, which

-22000 -6000 6000 22000

vorticity, 1/s

Instantaneous flow patterns corresponding to the first hydrodynamic oscillation
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Fig. 8 Phase-averaged flow patterns corresponding to the first hydrodynamic oscillation

mode at ¢=10 deg

approximates the average convective speed of the large-scale vor-
tices in the shear layers. The plots show higher levels of circula-
tion of the large-scale vortices in the case of the narrower main
duct. In addition, the interaction between the vortical structures in
the top and bottom shear layers is increased as the main duct
becomes narrower.

Acoustic Power

The acoustic energy produced by the vortex shedding can ac-
cumulate due to the presence of the acoustic resonating modes
with a high quality factor. The instantaneous acoustic power P,,
generated by vorticity w, within a volume V, can be obtained from

051203-6 / Vol. 130, MAY 2008

Pw = f f f - p()((i) X Y) : @dv (2)
|4

where pg is the fluid density, V is the fluid velocity, and u,, is the
acoustic particle velocity. The theoretical framework for this ap-
proach to acoustic power calculation has been developed by Howe
[8]. 1t should be noted that while the conditions for its applicabil-
ity are satisfied in the present investigation, the case of the narrow
main duct can be represented by a jet-drive model outlined by
Dequand [9,10].

The hydrodynamic contribution to the acoustic power integral,
(w X V), was calculated based on the global phase-averaged flow
measurements presented in the Experimental System and Tech-
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Fig. 9 Amplitude of the horizontal and the vertical components of acoustic velocity (D/L

=0.5): (a) (Uyo)x; (b) (Uac)y

niques section. The amplitudes of the horizontal and vertical com-
ponents of the acoustic particle velocity u,. were determined from
the values of the local acceleration due to fluctuations of acoustic
pressure p:

L » 3)

U.) =—
(Wi 27fpy ox;

where f is the resonant frequency. The numerically simulated
pressure mode shapes that are shown in Figs. 4 and 5 were used to
calculate the magnitudes of the acoustic velocity corresponding to
the first and the third resonant acoustic modes. The acoustic ve-
locity fluctuations were assumed to be /2 radians out of phase
with the fluctuations of the acoustic pressure.

Distributions of the amplitude of the horizontal and vertical
components of the acoustic particle velocity u,. in the cross-
junction region are shown in Fig. 9. o

The acoustic wave is largely two dimensional, with a primary
direction of propagation inline with the coaxial branches
(y-direction). Low values of the horizontal component of the
acoustic velocity (U,.), are observed in the side branches and in
the main duct. This effect corresponds to the low values of acous-
tic losses into the main duct that were reported for similar con-
figurations by Arthurs et al. [13] and Ziada et al. [14], among
others. However, elevated values of the horizontal acoustic veloc-
ity (Uy,), are observed in the vicinity of the corners of the side
branches. The pattern of the vertical component of the acoustic
velocity (U,), shown in Fig. 9(b) also exhibits deviations from
the one-dimensional wave propagation pattern in the vicinity of
the leading and trailing corners of the cross junction. Previously
developed semiempirical approaches for acoustic power calcula-
tion (Oshkai et al. [12]) employed a one-dimensional acoustic
model, which did not account for variations of the acoustic veloc-

ity in the vicinity of the corners. The present experimental setup
has been optimized to provide effective seeding of the flow and to
allow optical access to the regions immediately close to the solid
boundaries.

Pattern of the time-averaged acoustic power generated during
the first hydrodynamic oscillation mode in the case of the wide
duct (D/L=0.5) is shown in Fig. 10(a). The structure of the
acoustic power producing region exhibits two distinct source-sink
pairs. The sinks correspond to the regions where the acoustic en-
ergy is absorbed by the flow field. The sources correspond to the
large-scale vortical structures. In addition, a region of negative
acoustic power is located along the centerline of the main duct
and close to the downstream end of the cross junction. These
negative values are due to the correlation between the low values
of acoustic flux into the main duct, which was observed in Fig.
9(a) and the distributed vorticity that exists in this region.

The decrease of the main duct width to D/L=0.25 corresponds
to increased interaction between the shear layers, which results in
formation of a single acoustic power source region close to the
centerline of the main duct, as shown in Fig. 10(b). The source is
accompanied by two sinks that correspond to the regions in the
shear layers where vortex development takes place. It should be
noted that the source region extends across almost the entire open-
ing of the coaxial side branch resonator. The peak values of the
generated acoustic power correspond to large-scale vortices,
which extend far into the side branches during the transverse os-
cillations of the separated shear layers. Moreover, separated flow
regions immediately downstream of the impingement corners of
the side branches result in the formation of two additional sources
of acoustic power.

Pattern of the time-averaged acoustic power generated during
the second hydrodynamic oscillation mode in the case of the wide

acoustic power, N/s: -8000 -4000 0

4000

Fig. 10 Patterns of time-averaged acoustic power corresponding to the first hydrodynamic

oscillation mode: (a) D/L=0.5; (b) D/L=0.25
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Patterns of time-averaged acoustic power corresponding to the second hydrody-

namic oscillation mode. (a) D/L=0.5; (b) D/L=0.25

duct (D/L=0.5) is shown in Fig. 11(a). A more complex acoustic
power source structure is observed in comparison to that of the
first hydrodynamic mode. The peak amplitude of acoustic power
is significantly lower than the values observed in Fig. 10(a). In
this flow regime, two vortices traverse the mouth of the side
branch during a typical period of acoustic velocity oscillation. As
they are convected across the cavity opening, each vortex pro-
vides a positive and a negative contribution to the acoustic power
budget. Since there is no significant interaction between the upper
and lower shear layers, four discrete pairs of sink and source
regions exist over the junction area.

The spatial distribution of the generated acoustic power is sub-
stantially different in the case of the narrow main duct, D/L
=0.25 (shown in Fig. 11(b)). Immediately after the separation, the
amplitude of the transverse oscillations of the shear layers is lim-
ited, and two discrete source-sink pairs exist in the vicinity of the
upstream corner of the junction. The two sink regions with peak
amplitudes of 190 N/s are located at x=4 mm. Farther down-
stream, the transverse shear layer undulations increase in ampli-
tude, and a large single sink of acoustic power is present. This
sink region exhibits high levels of negative acoustic power due to
the increasing circulation of the large-scale vortices. Prior to im-
pingement on the downstream side branch corner, the two inter-
acting shear layers produce a single large-scale source region.
Flow separation from the downstream corners of the side branches
correlates with the acoustic flux into the main duct and results in
negative contribution to the acoustic power budget.

Conclusions

Acoustic response of a coaxial side branch resonator was inves-
tigated using a combination of DPIV imaging with the measure-
ments of unsteady acoustic pressure. Resonant flow tones corre-
sponding to the two hydrodynamic modes of shear layer
oscillation are characterized in terms of acoustic pressure ampli-
tude and frequency of the dominant pressure peak.

As the flow velocity in the main duct is increased, the available
resonant acoustic modes of the coaxial side branches are excited
in the same order for the wide and narrow main ducts. However,
for the narrow value of the duct, the predominant pressure peak
exhibited a shift to a lower acoustic mode. It is suggested that this
shift is due to the increased level of interaction between the sepa-
rated shear layers.

Frequencies of the resonant acoustic modes and corresponding
mode shapes were also numerically simulated. The calculated fre-
quencies were in good agreement with the measured values, as
well as with the frequencies predicted by a theoretical model for
long coaxial side branches.

In addition, the decrease of the main duct width has a pro-
nounced effect on the acoustic power source structure due to the

051203-8 / Vol. 130, MAY 2008

increased interaction between the unsteady shear layers that form
across the side branches. The spatial structure of the acoustic
power producing region changes from two independent sources to
a single source as the main duct width decreases. Moreover,
acoustic flux into the main duct in conjunction with flow separa-
tion at the downstream corners of the side branches results in
formation of additional sources of acoustic power.

It should be noted that viscothermal damping along the pipe
walls has significant effect on acoustic response of systems with
long side branches at atmospheric pressure, similar to the experi-
mental system presented herein [15]. The amplitude of the pulsa-
tions and, consequently, the time dependence of the vorticity dis-
tribution in the source region are influenced by damping in the
side branches. These effects are less pronounced in high-pressure
industrial pipe systems, which limits the range of applicability of
the present results.

Plans for future research activities in this area include investi-
gation of the effect of degree of hydrodynamic interaction be-
tween the shear layers while maintaining their coupling through
the acoustic field. Various levels of vortex interaction will be ob-
tained by introducing modifications of the cross-junction geom-
etry.
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A Series Pressure Drop
Representation for Flow Through
Orifice Tubes

A simple model is developed here to predict the pressure drop and discharge coefficient
for incompressible flow through orifices with length-to-diameter ratio greater than zero
(orifice tubes) over wide ranges of Reynolds number. The pressure drop for flow through
orifice tubes is represented as two pressure drops in series;, namely, a pressure drop for
Sflow through a sharp-edged orifice in series with a pressure drop for developing flow in
a straight length of tube. Both of these pressure drop terms are represented in the model
using generally accepted correlations and experimental data for developing flows and
sharp-edged orifice flow. We show agreement between this simple model and our numeri-
cal analysis of laminar orifice flow with length-to-diameter ratio up to 15 and for Rey-
nolds number up to 150. Agreement is also shown between the series pressure drop
representation and experimental data over wider ranges of Reynolds number. Not only is
the present work useful as a design correlation for equipment relying on flow through
orifice tubes but it helps to explain some of the difficulties that previous authors have
encountered when comparing experimental observation and available theories.

[DOL: 10.1115/1.2907408]

1 Introduction

Understanding and predicting the relationship between pressure
drop and flow rate through orifices is essential for the design and
evaluation of fluid power and flow control devices [1,2]. Although
this relationship is well understood for sharp-edged orifices at
high Reynolds number, many recent studies have attempted to
characterize and explain the observed pressure drop for flow
through micro-orifices (tens to hundreds of microns in diameter)
with large length-to-diameter ratio. Even with low viscosity lig-
uids, Reynolds numbers in these micro-orifices approach the
creeping flow regime because of the small size scales involved.
Small orifice configurations can be found widely in use in micro-
scale thermal and mechanical systems [3-5], and are important in
understanding the behavior of a number of biofluid systems in-
volving the drainage of fluids through capillaries [6]. Additionally,
flow through periodically arranged microscale orifice tubes has
been suggested as a model for flow through porous media [7].

As we show in the following brief literature survey, although a
number of numerical and experimental studies of low Reynolds
number flow through orifice tubes have been performed, no wide
ranging correlations or simple theories are available to predict and
understand the flow through these devices.

1.1 Nomenclature for Flow Through Orifices. A typical ori-
fice flow configuration is shown in Fig. 1. The fluid flows through
the entrance region, a tube of diameter D, with an average veloc-
ity V, and we consider only incompressible flows here with con-
stant density p and viscosity w. The orifice diameter is given by d,
and the length of the orifice in the flow direction is L. The diam-
eter ratio is expressed as S=d/D. The average velocity of the fluid
in the orifice is represented by v, and by continuity V=g8%v,.
Orifices are classified according to the length-to-diameter ratio
L/d. A sharp-edged or squared-edged orifice has L/d<<0.125,
0.125<L/d<2 for a thick-walled orifice, and for a short-tube
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orifice L/d>2 [5]. Throughout the paper we use the term sharp-
edged orifice to refer to orifices with L/d=0.125 and the term
orifice tube to refer to both thick-walled and short-tube orifices
with L/d>0.125.

The relationship between pressure drop and flow rate through
orifices and tubes is normally presented in one of the three ways,
using the flow coefficient K, the Darcy friction factor f, or the
discharge coefficient C,. For incompressible flow, the equations
relating pressure drop to velocity are given by

[ 1L\ , 2AP
AP= EKpVO, AP = > fB pvy, and vy=Cy m
(1)
where AP is the pressure drop. Equation (1) shows that
L_(1-59
K=f—= 2
iy @)

In most studies, the discharge coefficient C, is used to relate the
pressure drop to the flow rate through an orifice. The discharge
coefficient is the ratio of the actual rate of flow to an ideal flow
rate and accounts for frictional losses and flow constriction. As
such, the discharge coefficient is always less than 1. The discharge
coefficient in circular orifices is generally a function of the orifice
Reynolds number Re=pvyd/u, the diameter ratio S, and the
length-to-diameter ratio L/d.

1.2 Flow Through Sharp-Edged Orifices (L/d <0.125). For
sharp-edged orifices with Reynolds numbers greater than 3 X 10,
standard texts and handbooks report that the discharge coefficient
is independent of Reynolds number. With 8<<0.25, the discharge
coefficient for these high Reynolds number flows is approximately
C,=0.6, with the discharge coefficient approaching C,=1 as the
diameter ratio approaches 8=1 [8,9]. For small orifice Reynolds
numbers, however, the discharge coefficient in a sharp-edged ori-
fice is affected by both the Reynolds number and the diameter
ratio. In experiments by Johansen, the discharge coefficients for
sharp-edged orifices with diameter ratios ranging from S=0.209
to $=0.794 were measured for Reynolds numbers 0 <Re<<2.5
% 10° [10]. The general trends of the data collected by Johansen

MAY 2008, Vol. 130 / 051204-1

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



WU

Fig. 1 A typical orifice flow configuration

are reproduced here in Fig. 2. The data show a linear relationship
between discharge coefficient and square root of Reynolds num-
ber for Re<10. Beyond Re=10, the discharge coefficient in-
creases to a maximum value, then decreases to the expected high
Reynolds number limit of C,;,=0.6. Tuve and Sprenkle, as cited by
Perry and Green [8], later confirmed the trends observed in Fig. 2
for sharp-edged orifices. In flow visualization studies by Johansen
with a sharp-edged orifice configuration with 8=0.5, “a slight
degree of vorticity in the form of ripples” [10] is observed be-
tween the boundary of the jet issuing downstream of the orifice
and the recirculation zone behind the orifice plate for Reynolds
numbers between Re=150 and Re=250. These disturbances of the
downstream jet occur at a Reynolds number corresponding to the
maximum observed discharge coefficient. Increasing the orifice
Reynolds number beyond this critical value (Re=150) was shown
to decrease the reattachment length downstream of the orifice,
increasing the flow losses, and leading to the observed reduction
in discharge coefficient shown in Fig. 2.

A number of analytical and numerical studies have been per-
formed for sharp-edged orifices in the low Reynolds number re-
gime. For creeping flow through an infinitesimally thin orifice in a
plane wall (8=0), Sampson found that the discharge coefficient is
expressed as [11,12]

C,=VRe/(127) (3)

which agrees well with the experimental results of Johansen for
Re< 10 and for small diameter ratios. Finally, Mills [13] and
Keith and John [14] provided accurate numerical solutions to the
two-dimensional axisymmetric Navier—Stokes equations using the
vorticity-stream function formulation. The numerical solutions

T
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Fig. 2 Data collected by Johansen [10] for sharp-edged ori-
fices over a wide range of Reynolds number and diameter ratio
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were calculated with Re <100 for flow through sharp-edged ori-
fices with diameter ratios from B8=0.3 to 8=0.7. Discharge coef-
ficients calculated with the numerical analyses also agreed with
the experimental results of Johansen and Tuve and Sprenkle for
Reynolds numbers up to Re=100.

Rather than using tabulated or graphical data as shown in Fig. 2
to predict the discharge coefficient for flow through orifices, a
number of authors have attempted to curve fit the data for sharp-
edged orifices over a wide range of Reynolds number to provide a
design correlation. Borutzky et al. [2] present a two parameter
curve fit to the experimental data which captures the behavior of
the discharge coefficient for the limits as Re— 0 and as Re—
(that is, the slope at Re=0 and the constant value as Re— ). A
correlation with two free parameters, however, fails to capture the
overshoot near Re=150. For this reason, a four parameter empiri-
cal correlation was developed by Wu et al. [1]. The general form
of the correlation is given by

\Re \Re
Cy=Cy| 1+a;expl—a, +ayexp| —ay;—— (4)
’ Cd,;c Cd,w

where C,;..=C,(Re— ), and for flow through sharp-edged ori-

fices, the coefficients ay, a,, a;, and a4 are determined from the
conditions

C/(VRe=0)=0, Cy(\Re=Repy) = Cypmu:

dC, 1
— =T
dVRe | gz V127
and
dcC,
== =0 (5)
dVRe \R_eﬁ\R—elﬂ‘dX

The conditions in Eq. (5) specify the value of the discharge coef-
ficient and its slope at the origin and at the maximum value of
each curve in Fig. 2.

1.3 Flow Through Orifice Tubes (L/d>0.125). A number
of experimental studies have also been performed with orifice
tubes at low Reynolds number. In the experiments performed by
Kiljanski [15], Hasegawa et al. [16], and Phares et al. [6], the
discharge coefficient decreased from the expected sharp-edged
orifice discharge coefficient as the length-to-diameter ratio of the
orifice was increased. The observed reduction in the discharge
coefficient for orifice tubes was attributed to friction along the
walls of the finite-length orifices.

Hasegawa et al. [16] and Kusmanto et al. [17] used commer-
cially available software packages employing the finite element
method to model the flow through orifice tubes. The results ob-
tained by Kusmanto et al. confirm that, as expected, increasing the
length-to-diameter ratio decreases the discharge coefficient be-
cause of friction in the finite-thickness orifices. Kusmanto et al.
show that their numerical data compare well, qualitatively, to the
experimental data of Hasegawa et al., and the numerical data ap-
pear to match the asymptotic limit predicted by Dagan et al. [18]
as the Reynolds number approaches zero. The numerical simula-
tions, under the assumptions of laminar flow, are carried out for
Reynolds numbers up to 316. However, considering the work of
Johansen discussed earlier [10], and the appearance of time-
dependent disturbances downstream of the orifice for Re>150,
the numerical results of Kusmanto et al. for Reynolds number
larger than 150 should be viewed with some skepticism.

A number of design correlations are available for predicting the
discharge coefficient as a function of Reynolds number and
length-to-diameter ratio in orifice tubes. For creeping motion
(Re—0) in an orifice in a plane wall (8=0), Dagan et al. [18]
developed exact solutions to the governing equations and devel-
oped an approximate correlation for the discharge coefficient,
which is expressed as
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Comparing Eq. (6) to the expression for the discharge coefficient
through an infinitesimally thin orifice given in Eq. (3), and con-
sidering Egs. (1) and (2), one finds that the pressure drop through
an orifice tube in creeping flow can be represented as two pressure
drops in series; the pressure drop caused by flow through a sharp-
edged orifice in series with a pressure drop through a tube with
fully developed flow for which f=64/Re. Phares et al. [6] con-
firmed that, for small Reynolds number and large length-to-
diameter ratio (i.e., when the first term in the denominator of Eq.
(6) dominates), the pressure drop for flow through orifice tubes
can be accurately predicted by assuming Hagen—Poiseuille flow in
a tube of length L and diameter d.

Over larger ranges of the Reynolds number, where the creeping
flow assumption may no longer hold and flow within the orifice
may not be fully developed, Liu et al. [7] suggest the use of an
empirical relation. The relation given by Liu et al. is expressed in
terms of the friction factor as

L 64L 36 Re
e 18—
d Red Re '~ 256+Re

The coefficients appearing in the third term of Eq. (7) were deter-
mined through regression analysis to fit the experimental data of
Kiljanski [15] as well as experimental data collected by Liu et al.
The data of Kiljanski, however, were collected for flow through
orifices discharging free liquid jets into air rather than for pure
orifice flows discharging into liquid. Because of this, the applica-
bility of Eq. (7) to flows through orifice tubes at high Reynolds
number has been questioned [17]. Indeed, evaluating the limit of
Eq. (7) as Re— gives fL/d=1.8, which by Eq. (2) for =0
gives C;=0.75. This value is 23% higher than the accepted value
of C;=0.6.

A simple pressure drop model that can be used to accurately
predict the discharge coefficient in orifices over a large range of
Reynolds number for any length-to-diameter ratio is developed
here. The model is developed in Sec. 2. In Sec. 3, a numerical
analysis of flow through orifice tubes is outlined, and calculated
discharge coefficients from the numerical analysis and experimen-
tal data are compared to the model developed in Sec. 2. Finally,
conclusions are given in Sec. 4.

(Re-18) (7)

2 Discharge Coefficient Model

A semiempirical model for the discharge coefficient for flow
through orifices of arbitrary length-to-diameter ratio is developed
by treating the total pressure drop through the orifice as a pressure
drop through a sharp-edged orifice in series with a pressure drop
for developing flow along the walls of the finite-length orifice.
Although this series representation has been shown to be valid for
low Reynolds number creeping flow with fully developed flow in
the orifice tube [18], it has not been confirmed over a wide range
of Reynolds number with developing flow in the orifice tube. A
series pressure drop discharge coefficient model developed here
will be compared to experimental data and numerical results for
orifices installed with small diameter ratios, S=0.25.

The portion of the pressure drop produced by a sharp-edged
orifice is represented in the model using a modified form of the
four parameter curve fit developed by Wu et al. [1]. We express
the discharge coefficient for the sharp-edged orifice C,; as

ke ke
Cys=06|1+exp|—a;——|—-ayexp|—a

0.6 0.6
+ ay 1- —
1+\Re

and use the data from Johansen [10] with 8=0.209 to evaluate the
conditions in Eq. (5) as

(®)
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Fig. 3 Discharge coefficient predicted by Eq. (12) for sharp-
edged orifices and orifice tubes with $=<0.25; the data points
are from Johansen [10] for a sharp-edged (L/d=0) orifice with
B=0.209

Ci(VRe=0)=0, C,,(VRe=11)=0.69,

dCy, 1
d\Re| =, Vi2mw
and
dc,
= =0 )
dVRe | e

The conditions in Eq. (9) are applied to Eq. (8) to determine the
constants a;, a,, as, and ay. These conditions allow the sharp-
edged discharge coefficient to be determined from

Cus= 0.6[ 1+ exp(= 0.12yRe) — 2.16 exp(- 0.26\Re)

1+Re

By using the conditions in Eq. (9), which were determined from
experimental data with 8=0.209, the expression in Eq. (10) is
valid for sharp-edged orifice flow in a configuration with small
diameter ratio (8=0.25).

The pressure drop within the orifice tube is treated as a laminar
developing flow, for which the friction factor is expressed as [19]

L 4 L(3.44 16+0.3125/§-3.44/\E)
—=——| ——= +
Ve 1+2.12 X 1072

+O.16(1— (10)

(11)

where é=L/(dRe).

Treating the total pressure drop as two pressure drops in series,
and using Eq. (1), the overall discharge coefficient for flow
through orifice tubes is determined from

1 L -12
Cy= (a + f;)
where for small diameter ratios 1—8*=1, and C,s and fL/d are
evaluated from Egs. (10) and (11), respectively. Although Egs.
(10)—(12) are developed for the case of small diameter ratio (8
=0.25), equivalent expressions could be developed for configu-
rations with larger diameter ratio by modifying the conditions in
Eq. (9) and reevaluating the coefficients used in Eq. (10).
Predicted discharge coefficients for orifices with Reynolds
numbers from O to 3000 and with length-to-diameter ratios from 0
to 15 are presented in Fig. 3. The model presented in Eq. (12)

(12)

MAY 2008, Vol. 130 / 051204-3

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R=D/2

,*A[ dare

ok
z

Fig. 4 The computational domain used in the numerical simu-
lation of flow through orifice tubes

requires empirical data for the evaluation of the sharp-edged ori-
fice (L/d<0.125) term C, ;. Experimental data for a sharp-edged
orifice with 8=0.209 from Johansen [10] are also shown in the
figure. The results indicate that the curve fit in Eq. (10) represents
the experimental data for the L/d=0 case to within 2%. Addition-
ally, as expected, the discharge coefficient decreases as the length-
to-diameter ratio is increased.

Figure 3 and the development of Eq. (12) indicate that, unlike
previous models and correlations suggested for predicting the dis-
charge coefficient for orifice tubes (for example, Egs. (6) and (7)),
the series pressure drop model developed here does apply over a
wide range of Reynolds number and does properly predict the
behavior of the discharge coefficient for sharp-edged orifices for
both creeping flow and high Reynolds number flow. Additionally,
by using the expression in Eq. (11) for laminar developing flow,
the series pressure drop model will reduce to laminar flow in a
tube in the limiting case of an orifice tube with a large length-to-
diameter ratio (the second term in Eq. (12) dominates for large
L/d).

Having shown that the series pressure drop model presented in
Eq. (12) does properly predict the discharge coefficient for these
limiting cases (small and large Re and large L/d), we next com-
pare the model developed here with numerical and experimental
data for flow through orifice tubes over wide ranges of Reynolds
number and length-to-diameter ratio.

3 Discharge Coefficient Model Validation

3.1 Numerical Analysis of Flow Through Orifice Tubes.
Numerical simulations of laminar incompressible flow through
orifice tubes were performed. A computational fluid dynamics
(cFD) code has been developed for the flow configuration shown
in Fig. 4. Flow through the orifice tubes is represented as two-
dimensional flow with symmetry about the longitudinal axis (r*

=0). Dimensionless variables are defined as
VR

r=r*R, z=z%R, u=v/V, Il=p/(pV?), and sz—
“

(13)
where R=D/2 is the radius of the entrance region and V is the

average velocity in the entrance region. Defining variables in this
way, the dimensionless governing equations are

10 du,
- +—=0 14
. ﬁr(mr) % (14)
Ju, ou, all 149 a7,,
—tu—=——-|- + 15
e
u. u. ol 14 or..
u,—— +u, ”————|:——(r7',z)+ “] (16)
Jz 14 r

with
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2 du,

I' 9z
(17)

Jz ar

2 du, 1(du, du,
P

), and 7,=-

The boundary conditions used throughout the orifice flow simula-
tions are fully developed flow at the inlet and outlet of the solution
domain, symmetry conditions at the symmetry axis (r=0), and
no-slip conditions at the solid wall (r=1). Referring to Fig. 4, the
boundary conditions are

(18)

u,=u.,=0 at

u,=du/or=0 at r=0 (19)

and

u,=0 and wu,=2(1-7%) at z=0 at z=Z/R (20)

The CFD code was developed for pure tube flow. No boundary
conditions are explicitly specified at the boundary of the orifice.
The presence of the orifice in the solution domain is specified by
setting the diffusion coefficient I'=0 for nodes that lie in the solid
region representing the orifice plate. Equation (13) shows that
setting I'=0 is equivalent to having an infinite viscosity (solid) at
these nodes, forcing the code to calculate zero velocity.

The equations and boundary conditions in Egs. (14)—(20) are
discretized using the control volume method on a structured, stag-
gered grid, with uniform step sizes in the r- and z-directions.
Second-order centered differences are used to approximate the
diffusion terms and the QUICK [20] method is used for the con-
vective terms in the governing equations. The derivative boundary
condition at the symmetry axis is represented by a second-order
centered-difference formula. The discretized continuity and mo-
mentum equations are solved using the SIMPLER method [21].
Iterations of the SIMPLER method were continued until the re-
siduals of each equation were reduced at least three orders of
magnitude from the initial guessed (zero-velocity) solution.

The performance of the code developed here was evaluated
using the grid convergence index (GCI) [22]. The GCI is used to
measure the error in a numerical solution. In the GCI method, a
parameter of interest is calculated using grids of various sizes. The
GCI, which represents an error band that can be applied to these
calculated values, is then evaluated. Throughout the grid conver-
gence studies, the apparent order of the numerical method 7y is
evaluated, and a safety factor of 1.25 is applied to the GCI.
Roache suggests that evaluating the GCI in this way gives 95%
certainty that the GCI will be larger than the actual relative error
[23].

Flow through an orifice with 8=0.25 and L/d=1 is used as a
reference calculation for the GCI method. Calculations were per-
formed for orifice flows with Reynolds numbers from 6.25 to 150.
For the lowest Reynolds number, Re=6.25, the inlet of the solu-
tion domain is positioned 4 orifice diameters upstream of the ori-
fice, and the outlet of the solution domain is 15 orifice diameters
downstream of the orifice. For the highest Reynolds number, Re
=150, the inlet and outlet were positioned 15 and 48 orifice diam-
eters upstream and downstream, respectively. Through some para-
metric studies, we found that these geometries were sufficient to
ensure that the upstream and downstream fully developed bound-
ary conditions did not influence the flow near the orifice.

For each Reynolds number, calculations were performed on
three grids with different (r X z) resolutions. The GCI is evaluated
using the total pressure drop from the inlet to the outlet of the
solution domain as a parameter of interest. Results are shown in
Table 1. In each case, as expected, the code converges as a
second-order (y=2) method. The calculated GCI indicates that
less than 7% error in the evaluation of pressure drop can be ex-
pected using the (128 X 1024) grid.
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Table 1 Grid convergence studies based on the total pressure
drop for the L/d=1 orifice

GCI based on total pressure drop A[IT from inlet to

outlet of the domain with the L/d=1 short tube orifice

Grid (rx z) AT Re Ly, Laown GCI ¥

128 x 1024 2396 6.25 4d 15d 4.0% 15
64x512 2541 6.25 4d 15d 10.9%
32x256 2961 6.25 4d 15d

128 x 1024 756 25 4d 15d 41% 1.8
96 x 748 773 25 4d 15d 6.7%
64x 512 814 25 4d 15d

128 x 1024 486 56.25 9d 30d 3.9% 21
96 x 748 499 56.25 9d 30d 7.0%
64x 512 534 56.25 9d 30d

128 x 1024 374 100 9d 30d 6.7% 1.6
96 x 748 386 100 9d 30d 10.4%
64x 512 413 100 9d 30d

128 x 1024 329 150 15d 48d 5.1% 1.9
96 x 768 339 150 15d 48d 8.6%
64x 512 367 150 15d 48d

3.2 Comparing Numerical Results to the Series Pressure
Drop Model. In Fig. 5, results from the pressure drop model
presented in Eq. (12) are compared to results from the numerical
simulations for Reynolds number up to 150, with 0.125=L/d
=15, and for $=0.25. The numerical results are calculated with
the (128X 1024) grid. Throughout, the discharge coefficient is
calculated using corner pressure taps (i.e., evaluating the pressure
difference using locations immediately upstream and downstream
of the orifice). The upstream and downstream lengths in the solu-
tion domain are the same as those used in Sec. 3.1 and shown in
Table 1 to ensure that solutions are independent of the boundary
conditions.

The error bars for the discharge coefficients calculated with the
finite-difference method are set to +3.4%. The GCI calculated in
the previous section indicates that a maximum of 6.7% error in the
calculation of pressure drop can be expected for the data from the
numerical simulations. Assuming propagation of this error to the
calculation of the discharge coefficient, and using the Kline—
McClintock second power law [24], Eq. (1) shows that the error
associated with the discharge coefficient is half as large as the
error associated with the pressure drop.

The results in Fig. 5 show that the simple series representation
of pressure drop through orifice tubes is able to accurately predict
the discharge coefficient for orifice Reynolds numbers up to 150.
The maximum error between the series pressure drop representa-
tion and the CFD calculations is 9% for the L/d=1, Re=150 data
point.

The numerical simulations were only performed for Reynolds

0.7

Cq

Data from CFD calculations ]

e L/d=0.125
m ]
AS 4
W 15
—Eq. (12)
! : L
10 125 15
Re!?

Fig. 5 Data from the numerical simulations with $=0.25 com-
pared to Eq. (12)
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Fig. 6 Experimental data from Hasegawa et al. [16] compared
to Eq. (12); Hasegawa et al. do not report the value of B, which
is presumably small 8<0.25

numbers up to 150. For higher Reynolds numbers, experimental
data are compared to the series pressure drop model developed in
Sec. 2.

3.3 Comparing Experimental Data to the Series Pressure
Drop Representation. Results predicted by the series pressure
drop model, developed here in Eq. (12), are compared to experi-
mental data collected by Hasegawa et al. [16] in Fig. 6. Four of
the data sets presented by Hasegawa et al. for the flow of water
through  micro-orifices ~ with  diameters ranging from
109 um to 8.8 um and with length-to-diameter ratios from 0.092
to 1.14 are compared to the series pressure drop representation for
0<Re=700. Figure 6 shows that Eq. (12) predicts the discharge
coefficient to within 9%. Additionally, both the slope of the data
as V\Re—0 and the L/d dependence of the data are captured by
the simple series pressure drop representation for flow in the ori-
fice tubes.

In Fig. 7, the series pressure drop model developed here is
compared to the experimental data of Phares et al. [6]. The pres-
sure drops through orifices of 80—150 wm diameter with aspect
ratios from L/d=2 to L/d=5 were measured with water and a
50/50 vol. % glycerol/water solution. Equation (12) consistently
underpredicts the experimental data. For example, with the L/d

0. T T T T T T T T T T

c. |
d Data from Phares et al. o T
0sL ® L/d=265 L n .
=323 o2 s
r A 424 - L] A 1
& L
oal M 516 # m Xi//fﬁ\
—Eq. (12) i
-——1.2*Cy(L/d=2.65)
e
03
5.16
0.2k , o
SR
e
0.1+ V%) o
/
ll
/
//
0 L L . L .
0 2 4 6 8 10 12

7
Re1/_

Fig. 7 Experimental data of Phares et al. [6] compared to the
series pressure drop representation developed here; for the
data of Phares et al. B, ranges from 0.008 to 0.016
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Fig. 8 Equation (12) compared to the experimental data col-
lected by Kiljanski [15]; in the experiments by Kiljanski, g
ranges from 0.05 to 0.13

=2.65 orifice, the series pressure drop representation developed
here predicts discharge coefficients 20% lower than observed in
the experiments over the entire range of Reynolds number
presented.

These consistently low predictions may be caused by the as-
sumption of a sharp upstream orifice edge (see Point A in Fig. 4)
in the development of the model in Eq. (12). Representing the
edge radius at Point A in Fig. 4 as #, the sharp-edged orifice
configuration used here to develop the model would represent 7
=0. Hobbs and Humphreys [25] indicate that the discharge coef-
ficient is considerably increased by even small upstream edge ra-
dii. The data reviewed by Hobbs and Humphreys for sharp-edged
orifices fit the equation

C,= Cd,s<1 + 5.52’) (21)

where C,; is the sharp-edged discharge coefficient with #=0.
This correlation indicates that a 20% increase in the discharge
coefficient will be produced if the upstream edge radius is 4% of
the orifice diameter. Although Phares et al. did not explicitly mea-
sure the upstream edge radius, the manufacturer of their orifices
did indicate that the upstream and downstream edge radii are on
the order of a micron. Considering the L/d=2.65 orifice tested by
Phares et al. with a diameter of d=150 wm, an upstream edge
radius of only 6 um could increase the discharge coefficient by
20%. This edge radius certainly seems plausible considering the
manufacturer’s reported estimates.

Finally, for illustrative purposes, Eq. (12) is compared to the
experimental data of Kiljanski [15] in Fig. 8 for orifice tubes with
L/d ratios of 0, 0.5, and 1, with Reynolds numbers from 0 to 400.
The orifices used by Kiljanski are 2 mm, 3 mm, and 5 mm in
diameter and, as discussed earlier, the orifices discharge a free jet
of liquid (potato syrup, glycerin, and glycol) into air. For very low
Reynolds numbers, Re <10, the series pressure drop model, once
again, properly predicts the slope of the data near the origin and
the L/d dependence of the data. For higher Reynolds numbers,
however, the series pressure drop representation significantly un-
derpredicts the discharge coefficient. Higher discharge coefficients
than predicted by Eq. (12) are expected for the experiments per-
formed by Kiljanski since the orifices discharge into air rather
than liquid, which eliminates the interaction of the jet and the
recirculation zone behind the orifice, decreasing the downstream
flow losses.
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4 Conclusions

Numerical and experimental data for the discharge coefficient
for flow through orifice tubes have been correlated to a simple
pressure drop model developed here. Flow through orifice tubes
can be represented as a pressure drop through a sharp-edged ori-
fice in series with developing flow in a tube. This simple model
has been validated with numerical and experimental data for Rey-
nolds numbers up to 3000 and with length-to-diameter ratios up to
15. This general model could easily be extended to consider a
number of geometric effects such as noncircular orifices and non-
zero inlet edge radii.
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Nomenclature

English
coefficients determined in the curve fit of ex-
perimental orifice flow data
= discharge coefficient
orifice diameter
diameter of entrance and exit regions
Darcy friction factor
flow coefficient
orifice length in the flow direction
Lgown = length of the exit region downstream of the
orifice tube
L,, = length of the entrance region upstream of the
orifice tube
p = pressure
r = radial direction
R = radius of entrance and exit regions
Re = Reynolds number based on orifice diameter
and velocity
= dimensionless velocity vector
= dimensional velocity vector
= average velocity in the orifice tube
average velocity in the entrance region
= axial direction
= length in the axial direction

IS}
Il Il

N D ad)
I

Nu <5 <« 2
Il

Greek

= diameter ratio, d/D

order of the numerical method
diffusion coefficient

pressure drop through the orifice
upstream edge radius

viscosity

= dimensionless parameter, L/(dRe)
= dimensionless pressure

= density

= component of the stress tensor

2
9O HmEITAR®
Il

Subscripts
max = maximum value

= in the r-direction

sharp edged

= in the z-direction

= evaluated as Re—

=
I

8 ow ~
|
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Superscripts
* = dimensional variable
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Turbulent Boundary Layer With
Negligible Wall Stress

The turbulent boundary layer subjected to strong adverse pressure gradient near the
separation region has been analyzed at large Reynolds numbers by the method of
matched asymptotic expansions. The two regions consisting of outer nonlinear wake
layer and inner wall layer are analyzed in terms of pressure scaling velocities
U,= (vp'1p)"3 in the wall region and Ugs= (5p'p)"? in the outer wake region, where p'
is the streamwise pressure gradient and p is the fluid density. In this work, the variables
6, the outer boundary layer thickness, and U s, the outer velocity scale, are independent
of v, the molecular kinematic viscosity, which is a better model of fully developed mean
turbulent flow. The asymptotic expansions have been matched by Izakson—Millikan—
Kolmogorov hypothesis leading to open functional equations. The solution for the veloc-
ity distribution gives new composite log-half-power laws, based on the pressure scales,
providing a better model of the flow, where the outer composite log-half-power law does
not depend on the molecular kinematic viscosity. These new composite laws are better
and one may be benefited from their limiting relations that for weak pressure gradient
yield the traditional logarithmic laws and for strong adverse pressure gradient yield the
half-power laws. During matching of the nonlinear outer layer two cases arise: One
where Ug/ U, is small and second where Ug/ U, of order unity (where U, is the velocity
at the edge of the boundary layer). In the first case, the lowest order nonlinear outer flow
under certain conditions shows equilibrium. The outer flow subjected to the constant
eddy viscosity closure model is governed by the Falkner—Skan equation subjected to the
matching condition of finite slip velocity on the surface. The jet- and wakelike solutions
are presented, where the zero velocity slip implying the point of separation, which com-
pares well with Coles traditional wake function. In the second case, higher order terms in
the asymptotic solutions for nearly separating flow have been estimated. The proposed
composite log-half-power law solution and the limiting half-power law have been well
supported by extensive experimental and direct numerical simulation data. For moderate
values of the pressure gradient the data show that the proposed composite log-half-power
laws are a better model of the flow. [DOI: 10.1115/1.2903754]

Noor Afzal

Faculty of Engineering & Technology,
Aligarh Muslim University,

Aligarh 202002, India

1 Introduction the data. Dengel and Fernholz [9] for an asymptotic separation
profile assumed seventh order polynomial in y/By, which fits well
to the data. In their work, the slip velocity Uy was related to the
backflow coefficient y,,, defined as the fraction of the total time
that the flow spends in the upstream direction in the vicinity of the
wall. The proposed linear relationships are Ug/U,=1.01
+0.485y,, for the velocity scale and H=2.205+1.385y,, for the
shape factor in the domain Y, <70. By using Perry—Schofield
coordinates as modified by Dengel and Fernholz [9], the curves
were reported to collapse [10]. Angele and Klingmann [11] ap-
plied [9] separation bubble between separation and reattachment.
Skote and co-worker [12,13] have observed that the procedure of
determining the velocity scales a posteriori from the collapsed
velocity profile makes the analysis less valuable. Alving and Fern-
holz [10] data of the velocity profile showed considerable depar-
ture from the law of the wall valid for zero pressure gradient flow.
Furthermore, the data shown in the conventional outer layer vari-

The turbulent boundary layer with negligible wall shear stress,
in the neighborhood of separation, was considered by Stratford
[1]. Using dimensional arguments for large adverse pressure gra-
dient, the half-power law for velocity distribution was proposed
by Stratford, and the self-preserving nonlinear outer flow was
patched with by Townsend [2] and the outer non-linear wake layer
expansion was asymptotically matched with the inner wall layer
expansion in Stratford’s variables by Afzal [3]. For strong adverse
pressure gradient, the dimensional analysis of the outer flow as a
shallow wake layer and inner layer was matched by Kader and
Yaglom [4] to obtain the half-power laws, supported by experi-
mental data. For the shallow outer wake layer, Mellor and Gibson
[5] employed the eddy viscosity closure model and carried out an
equilibrium analysis leading to half-power law velocity profile.

An alternate velocity defect (U,—u)/Ug, versus y/By, giving

half-power law, was proposed by Perry and Schofield [6] and
Schofield [7]. Simpson [8] showed that Perry and Schofield scal-
ing is supported upstream of separation. Dengel and Fernholz [9]
while comparing their measurements proposed that Schofield pro-
file is valid only at one point in the adverse pressure gradient
region on its way to the point of separation and is not a good
approximation for other profiles. The scaling velocity Ug; was
related to the maximum shear stress, but this is not supported by
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JOURNAL OF FLUIDS ENGINEERING. Manuscript received May 5, 2006; final manuscript
received August 18, 2007; published online May 7, 2008. Assoc. Editor: James A.
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ables u/ U, versus \Y in Fig. 11 [10] have substantive half-power
regions (for at least six velocity profiles) where pressure gradients
are large, but the half-power law was not perused further for these
regions.

The strong adverse pressure gradient data of Skare and
Krogstad [14] deals with the equilibrium aspects in terms of tra-
ditional logarithmic law u,=2.441Iny,+5.2 and wake is very
dominant part of this flow where the freestream velocity varies as
U,=U.(x—xy)™, giving m=0.22 and U,=23.6 m/s. When the
pressure gradient was increased, the level of logarithmic law was
found to shift downward and an apparent value of Karman con-
stant decreased, but Skare and Krogstad [14] have pointed out that
it may be due to Reynolds number effect. Elsberry et al. [15]

MAY 2008, Vol. 130 / 051205-1

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



proposed that their entire velocity profile data could be adequately
represented by Coles [16,17] composite wall-wake law, and Coles
parameter II is a linear function of C;l/z, where Cy is the skin
friction coefficient. The freestream velocity varies as U,=U,(x
—xp)™™, giving m=0.21 and U,=17.8 m/s for Case A and m
=0.18 and U,=16.7 m/s for Case B considered. The three layer
theory near the separation region has been advocated in a turbu-
lent boundary layer by Melnik [18] and Durbin and Belcher [19].
In Ref. [19], the overlap, in the inner and intermediate layers
provides logarithmic laws, and the intermediate and outer layers
provide the Stratford half-power laws for velocity distribution. It
has been shown by Simpson [8], Dengel and Fernholz [9], and
Angele and Klingmann [11] that the logarithmic region gradually
disappears under strong adverse pressure in the gradient turbulent
boundary layer develops toward separation. Moreover, Skote [12]
and Skote and Henningson [13] from direct numerical simulation
(DNS) data have shown that the half-power law compares much
better than the logarithmic law proposed by Chawla and Tennekes
[20] and Tennekes and Lumely [21].

The aim of the present work is to formulate a general outer
layer governed by equations of a nonlinear wake, where the low-
est order outer nonlinear flow does not depend on the molecular
kinematic viscosity v. The matching of the nonlinear outer layer
with the wall layer leads to more general results. It may be
pointed out first that the works of Kader and Yaglom [4] and
Mellor and Gibson [5] have linearized the outer flow about U,
(the velocity at the edge of the boundary layer) and considered the
velocity defect relation (U,—u)/us=g(y/95) along with the wall
layer and proposes the half-power law near separation. Second, in
several other works [19-24], the lowest order outer layer was
dependent on v, the molecular kinematic viscosity. Chawla and
Tennekes [20], Tennekes and Lumely [21], and Shih et al. [22]
adopted the outer velocity scale U,=(vp’/p)"* and boundary
layer thickness 6=8(U,/U,) and whose matching with the inner
layer yields an outer velocity defect logarithmic law, in which
outer layer scales U, and & depend on the molecular kinematic
viscosity. Indinger et al. [23] for the outer velocity defect (U,
—u)/u, proposed a logarithmic law, whose additive constant de-
pends on the nondimensional pressure gradient K, =wvp'/ pu*:, in-
volving the molecular kinematic viscosity. In the work of Durbin
and Belcher [19], the leading order outer boundary layer depends
on U,/U,, ie., the molecular kinematic viscosity v. From the
dimensional analysis in the turbulent boundary layer with strong
adverse pressure gradient, Vieth et al. [24] proposed a composite
law where Karman constant k=k(K,) is not appropriate, due to
Karman constant dependence on the molecular kinematic viscos-
ity. In the strong adverse pressure gradient, if the outer layer de-
pends on the molecular kinematic viscosity v, then the outer wake
layer may not be fully developed turbulent flow, and reverse tran-
sition would be expected [25]. There is no evidence of reverse
transition under strong adverse pressure gradient flows from the
extensive experimental data reported in the literature [17-25].

The present work deals with the two layer theory for the turbu-
lent boundary layer subjected to the strong adverse pressure gra-
dient with negligible wall stress in the neighborhood of the sepa-
ration region, for large Reynolds number by the method of
matched asymptotic expansions. The lowest order outer layer does
not depend on the molecular kinematic viscosity, which is a better
model of fully developed mean turbulent flow. The open boundary
layer equations of mean turbulent motion have been analyzed in
the two regions of the outer nonlinear wake layer (and shallow
wake in Appendix A) and the inner wall layer have been matched
in the overlap region by Izakson-Millikan-Kolmogorov argu-
ment, leading to new composite log-half-power laws, which is a
better model of the flow. These new composite laws, described in
Appendix B, are better and one may be benefited from their lim-
iting relations that for weak pressure gradient yield the traditional
logarithmic laws and for strong adverse pressure gradient yield
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the half-power laws. For moderate values of the pressure gradient,
the data show that the proposed composite log-half-power laws
are a better model of the flow in the overlap region. The separat-
ing and reattaching flow under strong adverse pressure gradient
with negative velocity gradient is described in Appendix C.

2 Boundary Layer Under Strong Adverse Pressure
Gradient
The boundary layer equations for two-dimensional incompress-

ible mean turbulent flow subject to pressure gradient, in standard
notations, are

du v

—+—=0 (1)

ox dy
u u 1, Pu  or T
u_—+v—=——7p@+r 5+ —+— (2)
dx dy p dy~  pdy pox

Here, 7=—p{u'v’) is the Reynolds shear stress and 7=-p{u'?
—v'?) is the effective normal stress. Furthermore, u and v are the
velocity components in x streamwise and y normal coordinates,
p'(x)=—pU,dU,/dx is the pressure gradient, U, is the velocity at
the edge of the boundary layer of thickness 6, 7, is the wall shear
stress, p is the fluid density, and v is the molecular kinematic
viscosity. The boundary conditions at the wall and edge of the
turbulent boundary layer are y=0, u=v=7=7=0 and y/6— >, u
—U,(x), 7—0 and 7—0.

The inner velocity scale U,=(vp'/ p)'73 is based on the pressure
gradient p’ and molecular kinematic viscosity v and the outer
velocity scale Ug=(8p'/p)"/? on the pressure gradient p’ and
boundary layer thickness 6. Furthermore, where L=
-U,/(dU,/dx) is the scale of streamwise flow variations, A
=1,/ 0’ and R,=U,5/ v are the parameters of the flow.

Inner Wall Layer. In the strong adverse pressure gradient flow
near separation, inner variables are Yp=yUplv, uy=ulU,, and
T=1T/ pU]%. The boundary layer equation (2) in terms of inner
wall variables yields

J L\
ﬂ+rX=ARp+yp+0<ZL> (3)
ay, v

In the viscous sublayer near the wall, the Reynolds shear stress 7
may be neglected and an integral of relation (3) gives the velocity
distribution

1
Uy = 5y127+AR,,y,, (4)

Outer Wake Layer. The outer layer variables are Y=y/4,
ulU,=F'(x,Y), T=7/pU% and T'=T/pU% The boundary layer
equations ((1) and (2)) in terms of outer variables yield

aT 1\ &#F [oF\?
—-\l+ =+ -1
aYy m/) Y aYy
_1(@2 oF fF)
" m\ ox gY? 9y oxaY

+w? xﬁF+2(1+xdw)F +0( - ) (5)
] rav v

m dx m dx w?U,8
Here, w=Ugs/ U, is the perturbation parameter and m=(6/U,)

X(dU,/dd) and B=m/(1+m) are the pressure gradient param-
eters. The outer expansions are

=Uy(x,Y) —wU,(x,Y) + o(w) (6)

Q|=

e

T= p_;f; =To(x,Y) + wT(x,Y) + o(w) ™)
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1_‘zlz=F0(xvY)+WI‘1()C,Y)+0(1/V) (8)
pUs

which gives the first and second order outer equations stated be-
low.

In the first order wake equations Ugy(x,Y)=F((x,Y),

BT}~ FoFy— B(1 = Fi?) =x(1 = B)(FyFo, - FyF},) 9)

In the second order outer equations U;(x,Y)=F(x,Y),

! /" xwx ’ ! xwx "
BT —FyF|+pB|2-(1-p) FyFi-|11-(1-p) FyF,
w Lw
=x(l _B)(F,I,FOX_FiF(,).x+FgF1x_F(’)Fix) (10)

The boundary conditions at the edge of the boundary layer Y
— o are Fj(X,0)—1=Ty(X,%)=F]|(X,°)=T(X,%)=0.
Matching With Pressure Gradient. The matching of velocity u
and Reynolds shear stress 7demands u; ,=u,; and 7; ,= 7, ;, Where
superscript (i,0) denotes the outer limit of the inner solution and
superscript (0,i) denotes the inner limit of the outer solution. The
matching of the nondimensional mixing length parameter

N7y /), \NTdy/,,;

is also of significance. These relations provide the matching func-
tional equations, as we are dealing with open equations of the
mean turbulent shear flow without any closure [26-28].

Izakson—Millikan—Kolmogorov (IMK) Hypothesis. Between the
viscous and the energetic scales in any turbulent flow exists an
overlap domain over which the solutions characterizing the flow
in the two corresponding limits must match as the Reynolds num-
ber approaches infinity.

The resemblance of the IMK hypothesis to conventional match-
ing associated with closed equations seems peculiar to turbulence
theory. For sufficiently large Reynolds numbers, there exists an
overlap domain where the inner and outer layer solutions must
match (the inner limit (y, fixed, R,— ) of outer expansions in
the outer limit (¥ fixed, R,—) of the inner expansion). The
matching condition (20), expressed in terms of the appropriate
outer expansion (6) and and inner variables (Eq. (8)), yields

(11)

yp dux U, Y dU, Y U,
L e T (12)
N1 0y, UsNT 0¥ T Y

as y,— and ¥ —0 for R,— . The inner equation (3) for large
¥ yields the Reynolds shear stress 7, which matches with the
outer Reynolds shear stress 7' given by Eq. (7) to yield

T« =y, + AR, (13a)

T=Y+A (13b)

Two situations have been analyzed where U,/Uy is large and
U,/ Ugis of order unity.

2.1 U,/ Ugsis Large. The first term on the right hand side of
(12) approaches infinity for U,/ Us>1 and the matching demands
that

Y aU,
——"0 0 as¥—0
VY+A Y

which admits a simple solution of the outer layer dUy/dY #0 at
Y=0, predicting the outer layer slip velocity on the wall bg
= Ug(x)/ U,(x)=Upy(x,0)=F/(x,0). The matching relation (12) in
the light of Reynolds shear stress (13a) and (13b) yields

Pux _ WUy _
Vy,+AR, 3,  \Y+A Y

where A is a constant, independent of y, and Y as R,— . The

(14)

p U Y

A (15)
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integrations give the following relations.
The composite log-half-power law of the wall is

M / A | /
o =A\y,+AR,+ EVARP[IH yp—2In(\y,+ AR, + VAR,)]+ C
P
(16)
The composite log-half-power non-linear wake law is
US - Uu

Us

— A — =
=—A\5Y+A+EV‘A[—1nY+21n(\s‘Y+A+V‘A)]+E

(17)

The matching velocity profiles ((16) and (17)) in the overlap re-
gion give

Us(x) = U,C + UsE (18)

The constants C and E for consistency of the matching [28] re-
quire

A — A —
C= EV’ARP[ln(ARP)3’2 +C,], E= E\«‘A[— InA-E] (19)

2B 2D
Ci=2In2-2+4==, E;=2In2-2+—= (20)

where B and D are also constants. Relation (18), based on Egs.
(19) and (20), gives the skin friction logarithmic law
U S A MT§

—=—InR,+B+D, R.=
u 2

21
;

and satisfies the condition that the outer slip velocity Ug=0 at the
point of separation A=0. The uniformly valid velocity profile
from the union of inner and outer solutions after subtraction of the
common part, above the sublayer, becomes

u Us f I A I
—=f(Y)+—|ANY+A-V1+A)-—=VAZ/(Y
U f( )+U[ (NY+A-V1+A) 5 ()

+II(W(X,Y) - 1)] (22)
I —
Y+ A+VA

Z/(¥)=—1n Y+21n(\,+—+\r> (23)
VI+A+VA

Here, W(X,Y) is the wake function subjected to the boundary
conditions W(X,0)=0 and W(X,1)=1, and II is the wake param-
eter given below.

1 —
W(X,Y)= ﬁ[U1(X,Y) +AVY + A

0| >

VA(n Y =2 In(VY + A + VA)) - E] (24)
(_ — — y'_
HM=-AVI+A+AVAIn(W1+A+VA)+E (25)

Furthermore, the flow approaching the separation (A —0) and the
matching relations (16) and (17) become

u —
inner layer: 7 =ANy,+C, y,—® (26)

)4

u —
wake layer: =—AVY+E, Y—0 (27)

3

In the neighborhood of point of separation A — 0, Eq. (19) yields
E—0, and with [I=-A+E, the uniformly valid solution (22) be-
comes
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=)+ ALY - W) 28)

U

e

The above analysis corresponds to the forward attached flow
where du/dy is positive and the case of the separated and reat-
tached flow where du/dy is negative is descried in Appendix C.

2.2 U, Uygis of Order Unity. In this case, matching condi-
tion (12) becomes

Yp Fx _Ue ¥ Uy _

N7y 9y, Us\Ty 9Y
as y,— and Y — 0 for R,— . Based on Reynolds shear match-
ing relations (13a) and (13b),_the velocity from relations (39a)
and (39b) yields uy(y,)=A\y,, u/Us=(U,/UUy(Y)=A\Y. In
the overlap region, (29) may also be expressed as

7 B

(29)

u 2
T><=<Ay ) (30a)
Pzayp
Us dU,\?
Ty= (A—5Y—°> (30b)
2U," gy

Outer wake layer in the inner overlap region. Under the trans-
formation 7="vY, fo(x, n)=vFy(x,Y), Go(x, 7)=yTy(x,Y), and y
=(AUgs/2U,)?, the outer layer equation (9) subjected to the match-
ing conditions (300) yields

BGo = fufy+ B~ f5?)

Go = (nf3)2

7—0, fo—0, fi—23n, Gy— 5 and n—c, f)—1, Gy—0. The
asymptotic power series solutions for »— 0 are

fo(ﬂ) = E C, 77"+3/2

n=0

(31a)

(31b)

(32a)

Go(m) = 2, A, 7! (320)
n=0

and the rapidly decreasing coefficients C, are A,, with increasing
n given by

Co=4/3, C,=4(d-3)/45, C,=2(d-3)(9d+5)/4725

(33)

Ag=1, A, =2(d-3)3, A,=8(d-3)(3d-5)/135 (34)

where d=1/ 3. The recurrence relations for C, and A, are
n—1

8(n+ 1)Q2n+1)2n+3)C,=4>, 2n-2p-D[(2n-2p+ 1)d

p=0
- (zp + 3):|Cpcn—p—]

n-1

~- 2 2p+1)(2p+3)2n-2p+1)*2n-2p +3)C,C,,

p=0
35)

n

164,= >, (2p+1)2p+3)2n—-2p + 1)(2n - 2p +3)C,C,_,
p=0

(36)

The first three terms of the velocity profile and Reynolds shear
stress in the overlap region become

wU,=n"[2+2(d=3)99+(d-3)(9d + 5) 7?1675+ -+ ]
(37)
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TpUs = 5+2(d-3) 7713 +8(d - 3)(3d - 5) 71135 + -+ ]
(38)
and higher order terms may be estimated from these recurrence
relations.

Inner wall layer in the outer overlap region. The inner equation
(9) becomes

p
oy r = AR, +y, (39)
P
1 z?ux>2
= [ =y, 2 395
Tx (kyp ﬂyp ( )

and matching conditions are Vp—r 0, Uy —>A\e"y—p, rx—>ARp+yp.
The solution of Egs. (39a) and (395b) for large ¢ gives the velocity
and Reynolds shear stress

u L, At . At
P S vy SR TR R Evy St

U,
(40)
7A? At 12 A 32 A 2
b+l — T2 P 2 (41
4pU[2, b1 +{ 325 ¢164§ 128{ (41)

where {=y,A?/4 and ¢;=AR,A?/4.

3 Outer Nonlinear Wake Layer Closure

The integration of the mean momentum boundary layer equa-
tion (2) subjected to the boundary conditions gives
do 1 dU :
—+Q2+H)——== 7”2
dx U, dx pU;
where normal Reynolds stress term 7 has been neglected. Here,
H=75%/6is the shape factor, 6 is the momentum thickness, and &*
is the displacement thickness. In terms of the outer variables, the
mean momentum integral (42) gives the value of m, the pressure
gradient parameter,

(42)

. (xd&z xd&)
Sdx odx
=- 43
2+H(1+A%) (“3)

where A*=(8%/8)A=1,/(5p")=A/8, &=566=[(1-F")dY,
and 8,=6/ 6=[F'(1-F")dY. The velocity profile is under equi-
librium F(x,Y)=f(Y) provided (x/&)(d&,/dx)=0 and pressure
gradient parameter m becomes

1
_2+H(1 +A¥)

The first order outer nonlinear wake layer Eq. (9) has been ana-
lyzed (when U,/ U large as described in Sec. 2.1) subjected to the
boundary conditions of outer oncoming velocity and Reynolds
stresses for Y — o, u— U,(x) and 7— 0, along with the matching
condition (14) with the inner wall layer. The matching relation
(14) admits a simple solution of the outer layer near the wall
having dU,/dY # 0 at Y=0, which predicts a finite outer layer slip
velocity bg=Uy(x,0)=Ug(x)/U,(x) at the wall, which would be
used in the friction factor matching relations (18), (21), and (68).
Adopting constant eddy viscosity closure model,
du

T=pV,——
p dy

(44)

m=

(45)

where v.=aU,5*, 5=aca (x—x,), (1+m)a,; =5/, and a( is the
Clauser [29,30] universal constant. In the outer wake layer vari-
ables, the closure hypothesis (45) yields Ty(x,Y)=-8" 1Fg(x,Y).
The outer momentum equation (9) becomes
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(46)

subjected to the matching conditions Fy(x,0)=0 and Fp(x,0)=
—BA and the boundary condition Fj(x,%)=1. For U, proportional
to 8", the outer layer is under equilibrium Fy(X,Y)=f(Y), where
the outer equations reduce to the self-similar equations

Fy + FoFy+ B(1 = F)Y) = x(1 = B)(F)F), - F4Fy,)

"+ + B =) =0 (47)
f0)=0 (48a)
f1(0)=~BA (48b)
fl(=)=1 (48¢)
where
-BA= L - (49)

2] (1-f)dY
0

Here, Eq. (47) is the nonlinear Falkner-Skan equation subjected
to the boundary conditions (48a)—(48c¢) for the freestream velocity
and prescribed wall shear stress on an impermeable wall. The
solution predicts the outer layer velocity Ug/U,=bg=f"(0). The
integral of the outer wake layer (65) yields m=—(1-¢q)/(2+H
-q), and g=£"(0)/ 8,=C//(2a,8,), from which the near sepa-
ration region C;—0 yields m=—(2+H)™' which was first pro-
posed in the Appendix of the paper by Afzal [3].

For A=0, Egs. (47) and (48a)—(48¢) closely resemble with the
Falkner—Skan equations for self-preserving flow in a laminar
wake, whose solution is given in Ref. [31]. We describe below the
wake and jet flows where f”(0)=0 for f’(0) # 0, the point of sepa-
ration f"(0)=f"(0)=0, and wall shear stress effects f’(0) # 0 for
f(0)#0.

(i)  f"(0)=0, f'(0) # 0. The solution of Falkner—Skan equation
(65) and boundary condition (66) for f’(0)=0 demands
A =0, which gives the wakelike solution for —1/3<m
<mg (-0.5<B=<py) and jetlike solution —1/2=m<
—1/3(-1<B<-0.5), where my=—-0.165858 (By=
—0.198838). An approximate wake-/jetlike solution gave

f'(¥)=1=[1~f(0)]exp(~do¥?) (50)
, _ m—m

fO)=-27"-" (51a)

dO: 1 m 1- 2m0 (Slb)

_51+m 1+2m

The outer layer slip velocity f’(0)=0 at m=my has certain
implications on flow separation, and solutions (50), (51a),
and (51b) become

L _ (V) = 1 = expl(= 0.09942Y2)

U,
The reverse flow solutions also exist for wakelike flows
for my<m<0 (By<B<0) and jetlike flows for —o<m
<-1/2(1<B<-1) are also not considered here. In
-1/2<m=my, Fig. 9 shows wakelike and jetlike flows of
the nonlinear outer layer flow equations. Furthermore, the
jetlike solution would be useful for wall jetlike flow, not
further considered here.

(i) f7(0)=0, f'(0)=0. The solution of Falkner—Skan equation
(47) under boundary conditions f(0)=f"(0)=7"(0)=f" ()
—1=0 predicts that m=my=-0.168585. The numerical ve-
locity profile solution f’(Y) is normalized ¢ ;I i) g‘jf’(Y )dY
=1, where &, is the boundary layer thickness at f'(Y

(52)

Journal of Fluids Engineering

=9,)=0.99. The normalized solution at the point of sepa-
ration (shown later in Fig. 10) compares well to Coles
wake function

f(¥18,) = W(Y) (53)
The log-wake law of Coles [16,17] is
U,- 1 11
Y+ W) - W) (54)

u, k k

Here, W(Y) is the Coles wake function, with boundary
conditions W-(0)=0 and W(1)=1 and satisfies the nor-
malizing condition [ (I)WC(Y)dY =1/2. When separation is
approached, the parameter I1-/k tends to infinity, and we
get Te=k(C;/2)""2. The Coles parameter Il that is a
linear function of C;'"> was also proposed by Elsberry et
al. [15]. The relation I becomes unbounded in the neigh-
borhood of separation domain, but the velocity profile (54)
at the point of separation (or reattachment) becomes

5 = WC(Y)

e

(55)

which may be compared to our relation (53).

(iii) f"(0)#0, f'(0)=bg. The numerical solution of the
Falkner—Skan equation (47) subjected to boundary condi-
tions (48a)—(48c¢) for various values of B is shown in Fig.
12 for friction factor C¢/a against the slip velocity pa-
rameter bg. For the estimation of Cy, the Clauser [29,30]
universal constant a-=0.018 may be adopted. Earlier,
Clauser [30], in his Fig. 8, p. 47, presented velocity pro-
files, for various values of 3, from the solution of Eq. (47),
and boundary conditions (48a) and (48c) for various val-
ues of the slip velocity are in the range 0<f"(0)
=u(0)/U,<0.8. This solution was transformed by Clauser
[30] into velocity defect coordinates (U,—u)/u, versus Y,
and its comparison with the experimental data predicted
ac=0.018, a universal constant. This overconstrainment
led Clauser [29,30] to the definition of the equilibrium
turbulent boundary layers where A*=(&*p’/T, =const
and 1/A* is the Rotta—Clauser parameter. Coles [16] car-
ried out this approach of shallow wake one step further by
Eq. (54) by introducing a wake function W(Y) and pa-
rameter 1, to account for the outer part of the boundary
layer. Thus, the present work on the outer layer, which
does not depend on the molecular kinematic viscosity, un-
der constant eddy viscosity hypothesis yields the Falkner—
Skan equation for a turbulent wake subjected to the finite
velocity slip on the wall. This is basically significant as it
describes a new and better model for the strong adverse
pressure gradient flow in the neighborhood of the separa-
tion domain.

4 Results and Discussion

The solution for the velocity distribution gives new composite
log-half-power laws, based on the pressure scales, providing a
better model of the flow, where the outer composite log-half-
power law does not depend on the molecular kinematic viscosity.
The composite law (Eq. (16)) in inner variables (ux=u/U,,y,)
and composite law (Eq. (17)) in outer variables [(Ug—u)/Ug, Y]
for weak pressure gradient yield to the logarithmic laws and for
strong adverse pressure gradient yield to the half-power laws (26)
and (27) in the neighborhood of separation. The velocity profiles
in inner variables (ux,\fyp) from the data of Skare and Krogstad
[14] are shown in Fig. 1(a). The substantial square region may be
seen for each of the data. Furthermore, on pressure based velocity
scales, the velocity data are nearly in equilibrium, showing very
little change of constants A and C in half-power law (Eq. (26))
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Fig. 1 Velocity profile data of Skare and Krogstad [14] for ad-

verse pressure gradient in terms of pressure velocity scaling
and comparison with half-power law: (a) inner wall layer vari-
ables and (b) outer layer variables

domain. The data of Dengel and Fernholz [9] and Angele and
Klingmann [11] in inner variables (ux,\y,) are shown in Figs.
2(a) and 3(a) where the effect of the pressure gradient shifts each
of the velocity profile data. The line marked for half-power law
behavior of the data is fitted by Eq. (26), leading to estimation of
constants A and C for that pressure gradient.

Skote [12] and Skote and Henningson [13] considered the DNS
data of Na and Moin [33] in the neighborhood of separation for
four velocity profiles at X=150, 155, 157, and 158 (where the
separation occurs at X=158) which is shown in Fig. 4 along with
the proposed half-power law. The limiting relation (26), corre-
sponding to Stratford half-power law, is also shown in the same
figure. The DNS data of Skote [12] and Skote and Henningson
[32] for two velocity profiles at X=412 and 500 shown in Fig. 5
are also compared with the half-power law (26). It is also shown
by Skote [12] and Skote and Henningson [13,32] that in the inner
region, the half-power law compares much better than the loga-
rithmic law proposed by Chawla and Tennekes [20] and Tennekes
and Lumely [21]. Moreover, Simpson [8], Dengel and Fernholz
[9], and Angele and Klingmann [11] have pointed out that the
logarithmic region gradually disappears under the strong adverse
pressure gradient in the turbulent boundary layer developing to-
ward separation.
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Fig. 2 Velocity profile data of Dengel and Fernholz [9] for ad-
verse pressure gradient in terms of pressure velocity scaling
and comparison with half-power law: (a) inner wall layer vari-
ables and (b) outer layer variables

DNS velocity profile in inner variables (ux ,y,) from the data of
Skote [12] and Skote and Henningson [32] for strong adverse
pressure gradient but away from separation is shown in Fig. 6(a)
on the logarithmic scale and Fig. 6(b) on the half-power scale. The
composite velocity profile (Eq. (16)) against the axial variable on
the logarithmic scale and half-power scale is also shown, respec-
tively, in these figures, which are supported well by the DNS data.
The data for moderate values of the pressure gradient show that
the proposed composite log-half-power laws are a better model of
the flow in the overlap region.

The velocity profile data of Skare and Krogstad [14], Dengel
and Fernholz [9], and Angele and Klingmann [11] are shown in
Figs. 1(b), 2(b), and 3(b) in terms of shallow wake layer variables
[(U,—u)/Us,NY] consisting of Eq. (A17), and the intercept E; has
been estimated from the fit of each data. In the proposed outer
nonlinear wake layer relation (17) in the variables [(Ug
-u)/Us, \T/] the outer layer slip velocity ratio bg=Ug/ U, have
been estimated from the lowest order outer nonlinear wake layer.
The Falkner-Skan equations (47) subjected to the boundary con-
ditions (48a)—(48c). The experimental data in outer wake layer
variables is not displayed here and would be presented in a later
publication. The nonlinear wake layer intercept E from relations
(17) and (A17) yield
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Fig. 3 Velocity profile data of Angele and Klingmann [11] for
adverse pressure gradient in terms of pressure velocity scaling

and comparison with half-power law: (a) inner wall layer vari-
ables and (b) outer layer variables

Us-U
E=E+——¢

U
=Ek+(bs—1)j (56)

5 5
where the slip velocity bg=f"(0) is prediction from Eq. (51a)
based on closure model solution of the Falkner-Skan equation for
the non-linear wakes. The comparison of velocity profiles is
shown in Fig. 4 for X=412 and X=500 from the DNS data of
Skote and Henningson [32]. In these works [12,13,32,33], all the

Fig. 4 Comparison of the velocity profile from the DNS data of
Na and Moin [33] under strong adverse pressure gradient at
X=150, 155, 157, 158; --- half-power law (26); — DNS data (after
Skote and Henningson [13]); here, X=xlé“;
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Fig. 5 Comparison of the velocity profile in the flow reattach-
ment region, X=412 and X=500, from the DNS data of Skote
and Henningson [32] under adverse pressure gradient with the
half-power law (26)

quantities are nondimensionalized by the freestream velocity and
the displacement thickness at the starting position of the simula-
tion (x=0) where the flow is laminar. A line drawn from the half-
power law (Eq. (26)) shows a substantial linear region for each of
the data and the constants A and C have been estimated.

An extensive comparison of the present theory with all avail-
able two-dimensional measurement of Bell, Clauser, Ludwig and
Tillmann, Newman, Perry, Schubauer and Klebanoff, Schubauer
and Spangenberg, and Stratford (from Coles and Hirst [17]), Den-
gel and Fernholz [9], Alving and Fernholz [10], Angele and Kling-
mann [11], Skare and Krogstad [14], and Samuel and Joubert [34]
has been estimated. The various proposals for half-power law
slope A are given below:

In Perry et al. [6,7],

A=0.236[£<ﬁ)3<%ﬂ1/2 (57)
s\ U, ) \Us
In Kader and Yaglom [4],

A=(20+200A)" (58)
In Afzal [3],

A=35+197A (59)
In Vieth et al. [24],

A =2[0.41+0.18 exp{- 0.0045(AR,)*}]™' (60)

Equation (60) by Vieth et al. [24] contains an additional param-
eter, the Reynolds number R, involving molecular kinematic vis-
cosity v, in contrast to Eq. (58) by Kader and Yaglom [4] and Eq.
(59) by Afzal [3] (see also Ref. [35]). Equation (57) from Perry
and Schofield [6] and Schofield [7] is complex in nature, involv-
ing three parameters, 6*/d, Us/U,, and Ug/U,. The extensive
data for the prefactor of half-power law A are shown in Fig. 7
against A, under strong adverse pressure gradient near separation.
Equation (58) by Kader and Yaglom [4] and Eq. (59) by Afzal [3]
are also shown in the same figure. Furthermore, if A=2/k, then
k=2/(20+200A)"? from Kader and Yaglom [4], k=2/(3.5
+19.7A) from Afzal [3], and k=0.41+0.18 exp{—0.0045(AR,)*}
from Vieth et al. [24]. An inspection of Fig. 7, for half-power law
slope A=2/k [33] for k=0.41, would not be inconsistent with the
data for 0.01 <A <0.15 for strong adverse pressure gradient.

In the strong adverse pressure gradient flow near separation, the
intercept C of the inner half-power law is stated below.

In Kader and Yaglom [4],
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Fig. 6 Comparison of the velocity profile at X=300 from the APG3 DNS data of Skote
and Henningson [30] under adverse pressure gradient with the present composite laws
based on pressure the velocity scaling with axial coordinate y, in terms of (a) logarith-

mic scale and (b) half-power scale

C=\A—RP[2.44lnF—\],—%—§], =(5A—+R§2)-’iz 61)
In Afzal [3],
C=2.25AR,-0.012(AR,)* (62)
In Vieth et al. [24],
C=5-[1.695In(AR,)** + 3.96]exp(- 50AR)) (63)
In the present work,
C= %\fA_ze,,[ln(AR,,)S/z +Cl (64)

The inner layer intercept C from the present work is given by Eq.
(64) with C;=0, which has been compared to the extensive data in

051205-8 / Vol. 130, MAY 2008

Fig. 8. The leading term in Eq. (62) describes data very well for
AR, <60. The relation shows that C is negative for 0 <AR,<1.
The minimum value is C=-2.692 at AR,=0.135. For AR,—0,
Eq. (61) shows C— —o and Eq. (63) shows C— +©, whereas Eq.
(64) shows C—0.

The outer layer constant E proposed by Afzal [3] is

E=65(B,—-B), By=-0.198838 (65)
which shows E=0 at the point of separation 8= f3,. In the present

work, outer constant F' is given below,

A —
E= EVA[— InA-E|] (66)

The outer constant E may be estimated from local velocity defect
outer wake law (17) or else from relation (56), as described ear-
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Fig. 7 Slope of half-power law under adverse pressure gradient data: KY:
Kader and Yaglom [4], Af: Afzal [3], and T: A=2/k, k=0.41

lier. In the present work, the wake layer constant E for each data
point is estimated from matching relation (18), in which non-
dimensional velocity slip b is adopted from relation (70) and C is
taken from the data shown in Fig. 8. The outer wake layer con-
stant E is shown in Fig. 9 along with our prediction (66) for E,
=1.5. As A —0 near separation, the constant £— 0 and Eq. (66),
is supported by the data shown in the same figure. Furthermore,
the slip velocity by is connected to matching (Eq. (18)) that may
be expressed as
U, _

E=bgy: - CR;'? (67)
where as R,—®, E—bgU,/Us The skin friction (Eq. (21)) in
terms of the slip velocity bg becomes

[2 A Ic, U,s
b —=—1<R —1)+B+D, Ry=—* 68
S c. 2 n\ Ks 5 5 » (68)

!

In the neighborhood of the separation point, the slip velocity pa-
rameter bg=0 and the flow domain correspond to 0<bg=<1.
When Ug=U, and bg=1, the outer flow is a shallow wake, and
relation (67) for traditional skin friction logarithmic law is recov-
ered [16]. Kader and Yaglom [4] under strong adverse pressure
gradient considered the shallow outer wake layer (Ug=U,) in
terms of variables (U,—u)/ U versus \Y. Consequently, the half-
power law and skin friction law of Kader and Yaglom [4] given by
Egs. (A14) and (A5) in Appendix A are not valid in the neighbor-
hood of the separation region.

The outer layer is governed by the nonlinear wake equation and

150
* Stratford

® Schubauer & Klebanoff
O Bell

X Perry

< Newman

+ Clauser

100 [ 4 Ludwieg & Tillmann

© Schubauer & Spangenberg
4 Skare & Krogstad

C A Dengel & Fernholz

X Angele

50

40 60

ARp

Fig. 8 Wall layer intercept of half-power law under adverse pressure gradi-
ent; — present proposal: kC=\VAR,[In(AR,)%*?-C,] for C;=0
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Fig.9 Outer wake layer intercept ofﬂalf-power law under adverse pressure
gradient; — present proposal: kE=VA[-In A-E;] for E;=1.5

is under equilibrium provided that velocity U, d" for constant
value m, which from Eq. (44) near domain of separation A =0,

Table 1 Values of m from experiments near separation gives

Proposals m m=—(2+H)" (69)
Ludwieg and Tillmann [37] -0.23 The pressure gradient parameter m in the turbulent boundary layer
Newman [39] -0.228 from the extensive experimental data for the strong adverse pres-
Schubauer and Klebanoff [38] -0.257 sure gradient near the verge of separation is given in Table 1. The
,?,g:vi(s);i d[l[]z] __00'2231 neighborhood of the separation domain —0.25<m<m, (-1/4
Simpson [8] ~0.251 <B=<py), where my=-0.165858 (B,=—0.1988838) at the point
Simpson [8] 0222 of separation is of particular interest. Addendum A1 in the data of
Skare and Krogstad [14] 022 Elsberry et al. [15] shown in their Fig. (28b) is in good agreement
Alving and Fernholz [10] ~0.226 with Eq. (69).
Castillo et al. [40] -0.21 The lowest outer nonlinear equations are in equilibrium for
Elsberry et al. [15] Case A -0.21 constant values of m. By subjecting the constant eddy viscosity
Elsberry et al. [15] Case B -0.18 closure model, the outer flow is governed by Falkner—Skan equa-
Present work and Afzal [3] -0.165858 tion (47) with boundary conditions (48a)—(48c). The Falkner—

Wake like solutions:; 0 <f(0) <1
-0.165858 < m < -1/3

1<f(0)<

Jet like solutions:
“183<m <-1/2

m
-0.165858

pd

P

0.35 038

0.5

1 f 1.5 2

Fig. 10 Wake- and jetlike velocity profile solutions from the lowest order
outer nonlinear wake layer with Clauser eddy viscosity model from Falkner—
Skan equations (47) and (48a)—(48c¢)
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Fig. 11 Comparison of Coles wake function with the solution

of the velocity profile from the lowest order outer nonlinear
wake layer equations with constant eddy viscosity model for
zero velocity the slip C;=bgs=0, predicting m=-0.165858

Skan equation (47) and boundary condition (48b) for f”(0)=0
(demand A=0), give the wakelike solution for —1/3<m<m,
(-0.5<B=<py) and the jetlike solution —1/2<m<-1/3 (-1
< <-0.5), where my=-0.165858 (8,=—0.198838). The reverse
flow solutions also exist for wakelike flows for my<m<0 (B,
<B<0) and jetlike flows for —ocsm=<-1/2 (1<B<-1) are
also not considered here. The wake- and jetlike solutions for
—1/2=<m=<my are shown in Fig. 10, implying the nonlinearity of
the lowest order outer flow. The wake- and jetlike closed form
approximate solution (51b) is given below,
my—m

bg=2 (70)

1+2m

where m;=-0.165858. The solution to Falkner—Skan equation
(47) under boundary conditions f(0)=f"(0)=7"(0)=f"(*)-1=0

08

06

Ct/oc

04

-0.19884

02

that yields m=my correspond to the zero slip velocity, implying
the point of flow separation. Furthermore, the normalized velocity
profile (Eq. (53)) shown in Fig. 11 compares well to Coles [16]
wake function. For A # 0, the solution of Falkner—Skan equation
(47) with boundary conditions (48a)—(48¢) shown in Fig. 12 pre-
dicts the skin friction parameter Cy/a against the nondimen-
sional slip velocity bg=Ug/U,. The skin friction coefficient Cr
may be estimated from thenumerical value a-=0.018 of Claus-
er’s universal constant [30].

5 Conclusions

The turbulent boundary layer equations subjected to strong ad-
verse pressure gradient with negligible wall stress have been ana-
lyzed in terms of pressure based velocity scales U, in the inner
layer and Uy in the outer layer. The outer layer is governed by the
equations of a nonlinear wake and the lowest order outer flow
does not depend on the molecular kinematic viscosity, which is a
better model for fully developed mean turbulent flow. Whereas in
the earlier work [19,24], the lowest order outer flow is taken to be
dependent on the molecular kinematic viscosity.

The asymptotic expansions in the inner and the outer regions
have been matched by IMK hypothesis leading to open functional
equations. The velocity distribution in the overlap region gives
new composite laws based on pressure scalings and provides a
better model of the flow. The solutions for new composite log-
half-power laws provide a better model of the flow, where the
outer composite log-half-power law does not depend on the mo-
lecular kinematic viscosity. Furthermore, these new composite
laws are better and one may be benefited from their limiting rela-
tions that for weak pressure gradient yield the traditional logarith-
mic laws and for strong, adverse pressure gradient yield the half-
power laws. The proposed limiting half-power law has been
supported by extensive experimental and DNS data. For moderate
values of the pressure gradient, the data show that the proposed

0
o 0.0 0.2 0.4

0-6 0-8 1.0

Fig. 12 The skin friction parameter C;/ ¢ and wall slip velocity parameter
bs=Us/ U, from the solution of the lowest order outer nonlinear wake layer
equations from the constant eddy viscosity model
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composite log-half-power laws are a better model of the flow in
the overlap region, where the outer composite log-half-power law
does not depend on the molecular kinematic viscosity.

The constants A, C, and E in the matching relations would have
to be determined by appealing to experiments, as the matching
will not give them. The constants estimated from the extensive
experimental data show that constant A depends on A, C depends
on AR, and E depends on A. For A=2/k, the constant k depends
on the pressure gradient parameter A, but data would not be in-
consistent with k=0.41. The present predictions (Eq. (65)) for the
inner layer and Eq. (57) for the outer layer compare well with to
data.

The lowest order outer flow is described by the inviscid non-
linear turbulent wake layer equations, which are under equilib-
rium for a constant value of m, where U, > (x—x,)". In the neigh-
borhood of separation, the constant m proposed in Table 1 from
various works show appreciable difference when compared to the
present prediction my=-0.165858 (B,=-0.198838). This is basi-
cally significant as it describes a new and better model for the
strong adverse pressure gradient flow in the neighborhood of the
separation domain.

The lowest order outer nonlinear flow region under constant
eddy viscosity hypothesis yields the Falkner—Skan equation with
pressure gradient parameter B=m/(1+m) subjected to the bound-
ary conditions of finite slip velocity bg on the wall and oncoming
strewn velocity U,. It admits the wakelike solution for —1/3<m
<my and jetlike solution -1/2=m<-1/3, where my=
—0.165858 corresponds to the zero slip velocity, implying the
point of separation. The solution at m=m with zero slip upon
normalization compares well to the Coles [16] wake function.
Thus, the present work on the outer layer, which does not depend
on the molecular kinematic viscosity, under constant eddy viscos-
ity hypothesis yields the Falkner—Skan equation for a turbulent
wake subjected to the finite velocity slip on the wall.

Kader and Yaglom [4] and Mellor and Gibson [5] considered
the outer layer as the linearized shallow wake with velocity defect
(U,~u)/Ugs whose matching with the wall layer gives the half-
power law (Eq. (A4)). The outer layer in the present work is a
nonlinear outer wake layer, where the matching provides the local
velocity defect law (Ug—u)/ U s and the composite law (Eq. (27)),
which near separation yields the half-power law (Eq. (33)). For a
linearized shallow outer flow Ug="U,, Eq. (33) yields Eq. (A4).
Clearly, the work of Kader and Yaglom [4] and Mellor and Gibson
[5] for the outer layer as the linearized shallow wake is not valid
in the neighborhood of the separation region. For transitional
rough surface, the matching of the inner wall layer and outer wake
layer under to strong adverse pressure gradient near separation has
been described in the Appendix of the paper by Afzal [42].
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Nomenclature
a constant in the matching relations (16) and

(17)

A, = Coefficients in series expansion (32b)

bg = outer layer slip velocity on the surface, Ug/ U,
=F}(x,0)

B = a constant in skin friction relation (21)

B, = a constant

C = a constant in the inner matching relation (16)

C, = a constant in Eq. (20)

Cy = skin friction coefficients

C, = coefficients in series expansion (32a)

d = 1/B=(1+m)/m
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dy
D
E
E;

E,
71y

folxsm)
F'(x,Y)
F)(x,Y)
h'o(x,Y)

H
k
K,
L

Y+

y

Yp

Y
Z,(Y)

a constant in Eq. (50)

a constant in skin friction relation (21)

a constant in the outer matching relation (17)
the value of E in a shallow wake flow

a constant in Eq. (20)

= nondimensional lowest order self-similar veloc-

ity profile, Fj(x,Y)

= velocity profile (A1) in Egs. (31a) and (32a)

nondimensional velocity profile, u/U,
lowest order outer velocity profile

= non-dimensional velocity defect for a shallow

outer wake layer defined by Eq. (A1)

the shape factor, &%/ 6=0,/06,

the Karman constant

nondimensional pressure gradient, vp'/ pui
length scale from streamwise pressure gradient,
-U,/(dU,/dx)

pressure gradient parameter, (8/U,)(dU,/d0d)
static pressure

streamwise pressure gradient

Reynolds number based on pressure scale ve-
locity, Up5/ v

= friction Reynolds number, u,6/v
= nondimensional outer Reynolds shear stress,

2
T/ pUs

= lowest order outer Reynolds shear stress

velocity fluctuation over the mean velocity u
streamwise mean velocity at a point
inner velocity profile, u/U,

the friction velocity, V7,/p

velocity at the edge of the boundary layer
outer layer slip velocity on the surface
inner velocity scale, (vp'/p)'>

outer velocity scale, (Sp'/p)"/?

normal mean velocity at a point

velocity fluctuations over mean velocity v
outer perturbation parameter, Us/ U,

wake function

Coles wake function

the coordinate in the streamwise direction
in Figs. 4-6 is x/ &,

the reference coordinate in the streamwise
direction

nondimensional stream coordinate in DNS so-
lutions, x/ 5;

traditional wall variable, yu,/v

the coordinate in the normal direction
nondimensional inner variable
nondimensional outer variable, y/ &

= a function defined by Eq. (23)

Greek Symbols

ac

B:

B ) =2

~ D> >R >

Clauser universal constant

pressure gradient parameter, m/(1+m)
(AU42U,)?

boundary layer thickness
displacement thickness at origin in DNS
solutions

516

0/6

displacement thickness

op'l7,=A"

shallow wake scale (A3), 8/w=yx
inner variable, ypA2/4
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n = outer variable, yY
6 = momentum thickness
A = nondimensional wall stress parameter, 7,,/ Sp’
A* = alternate nondimensional wall stress parameter,
A
v = molecular kinematic viscosity
v, = eddy kinematic viscosity
p = density of fluid
7 = Reynolds shear stress, —p{u'v')
7«(x,y,) = nondimensional inner Reynolds shear stress,
7/ pUi
7,, = shear stress on the surface
Calligraphic Symbol
T = effective normal Reynolds stress, —p{u'?—v?)

Appendix A: Outer Layer as a Shallow Wake

The flow in the shallow outer wake layer F(X,Y)=Y and Uy
=U, was analyzed by Mellor and Gibson [5] and Kader and Ya-
glom [4]. The lowest order equations (Egs. (21) and (22)) yield
T(Y)=0, or Ty(Y)=const that fails to satisfy the two boundary
conditions on the Reynolds shear stress, and a revision for the
shallow outer layer with small velocity defect is needed.

The outer expansions (Egs. (6)—(8) for a shallow outer wake
layer become

5 =F' =1 wh)(x.Y) + O(w?) (A1)
pU—sz =T=1y(x,Y) + O(w) (A24)
=T'=x(x,Y) + O(w) (A2b)

pUw?

where Y=y/68, 6=wA, and w=Ug4/ U,. The matching of outer
layer (Eq. (A1)) with the inner layer (Eq. (3)) by IMK hypothesis
gives the following.

Inner wall layer:

Coaly,+C (A3)
—_— \J
u, "W
Outer velocity:
U - [
2l AY+E, (A4)
Us
The relation:
U,=CU,+EU; (A5)

Here, the inner law (Eq. (A3)) is of the same form as Eq. (26) but
the defect layer (Eq. (A4)) and matching (Eq. (A5)) for the shal-
low outer wake layer are different from the nonlinear wake (Egs.
(27) and (18), respectively).

The first order outer momentum equation and boundary condi-
tions are

AwU,),
= By oAyt + ARG =0 (A6)
wU,
Y—oo, hy—0 andzfy—0 (A7)

The integration of outer equations (A6) with respect to Y gives

Journal of Fluids Engineering

AU, AUh
to_( e)th(,)Jr( ol _

U, U

0 (A8)

where d=wA, A=7yx and terms of order w,/w have been ne-
glected. For U,=cA™, the outer equation (A8) subjected to bound-
ary and matching conditions becomes

to/y— (1 +m)Yh)+ (1 +3m)hy=0 (A9)
ho(0)=15(0)=0 and h)(Y)=—AVY +E, as ¥ —0

(A10)

ho(%) = 19(%) =0 (A11)

Mellor and Gibson [5] for the specific eddy viscosity closure
model (fp=e,hg), based on & rather than &, provided that the
numerical solution m=-0.23, proposed that

U,—u 5 —
=1027 _ - 15.6\\,Y
U 5

3

2 5[ Us)?
N, =—| — ] =-0.00948
s\U,

(A12)

(A13)

m

Kader and Yaglom [4] adopted the outer layer as a shallow wake
and from the extensive experimental data proposed that

U

2t B (20 4+200A)2\Y

o (A14)

where E;=10(3A2+0.16)"* and the skin friction law is

Y. 244InT 5.6 10[3 0'16]1/4 (Al15q)
—=244Inl'-—=-—=+ +—5
“, T A “

32
_(AR)
5+50A

In the work of Kader and Yaglom [4], the skin friction (Eq. (A15))
and outer velocity defect law (A14) and in Mellor and Gibson [5]
the outer velocity defect law (A12) are based on the assumption
that the outer layer as the shallow wake which is not valid in the
neighborhood of the separation point.

The matching of the outer shallow outer wake layer relation
(A1) with inner wall layer (3) based on matching relation (11)
yields the following relations.

Composite log-half power wall law:

(A15b)

u —— A — —_—
o =AVNy,+ AR, + Ev'AR],[ln y,—2In(\y,+AR,+ VAR,)]+C

P
(Al6)

Composite log-half power velocity defect law:

Ug_u I — A . | e —
U =A\e‘Y+A+Ev’A[—lnY+21n(v‘Y+A+ VA]+E,
s

(A17)

The matching of inner and outer relations (A16) and (A17) in the
overlap region yields the relation (A5). The outer velocity defect
law (A17) represents a shallow wake. The matching relation (A5)
becomes singular at the point of separation and becomes un-
bounded in the neighborhood of the separation. In fact, in the
neighborhood of the separation point, the outer wake layer is non-
linear as described by the outer wake layer law (17) along with the
matching condition (18).
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Appendix B: Asymtptotic Relations for Weak and
Strong Adverse Presure Gradiants When Outer Layer is
a Non-Linear Wake

In the case of strong adverse presure gradiant near separation,
as A — 0, the matching relation (16) in inner variables becomes

A AR, \'"? 1 (AR,
1=A(y,,)”2+C+—(AR,,)”2[—<—2) (2%
U, 2 p 12\ y,

1 {AR.\5?
_E(_ﬁ> +:| (Bl)
Yp

and the matching relation (17) in outer variables becomes

Uc— A A 172 1 /A 3/2 1 /A 52
s (38508
Us 2 Y 12\y 40\ Y

. ]

For the weak presure gradiant, away separation as A —oo, the
matching relation (16) and (17) in inner and outer variables be-
come

(B2)

N |

2B 1y 1y, \?
AR)"|Iny, + — +In(AR ”2+——”———(—L)
e A Y VT

AR,
1 3

+_(_YL) Y
48\ AR,

— 2 3
s tlar 2 (1)

u
U,

(B3)

A 2A 16

Us A 48\ A
+ ] (B4)
In the traditional variables,
o=t KF%, =§% =2 @)

the strong adverse presure gradiant near separation (A —0) and
the relations (B1) and (B2) become

u A 1
7 T ARy (K)PCHT [— (Koy) 2 (K )™

T

L ] (B6)

US—M

A 1
=—A\Y 1/2+ N 1/2E+ _|: \Y -1/2 _ \Y -3/2
U, (AY)=+(N) 5| O M)

+ ﬁ(AY)‘S/2 + oo } (B7)

For weak presure gradiants flow (A — o) and the relations (B3)
and (B4) become

u A 2B 1 1 , 1 .
— == lny++—+—K+y+—E(K+y+) +E(K+y+) + e

Uu. 2 A 2 i
(B8)

Us—u A 2D 1 1 1 ]

S ey T - Y — (Y= (WY 4

U, 2 2 16 48 1

(B9)
The matching relations in the overlap regin give

Us(x) =U,C+ UGE. (B10)
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(B11)
;

These relations satisfies the condition that outer slip velocity Ug
=0 at the point of separation A=0 and Ug— U,(x) as far away
from separation point A — o, and outer velocity profile may be
obtained from the solution of outer wake layer Eqs. (47) and
(48a)—(48c¢). For a transitional rough surface, the extension of the
above matching relations between outer non-linear-wake layer and
inner wall layer have been described in the Appendix of paper by
Afzal [42].

Appendix C: Separating and ReattachingFlow

In general, the friction velocity u, may be defined as

u

u,= jv(—) , j=1 orj=-1
8)1 y=0

for the flow before or after the point of separation (as well as the
separating to reattaching flows under strong adverse pressure gra-
dients for appropriate values of j). Furthermore, j=1 corresponds
to the forward attached flow where du/dy is positive and j=—1 to
the separated flow where du/dy is negative. Equations (13a) and
(13b) for Reynolds shear stress that match with outer the layer
Reynolds shear stress 7 become

(C1)

T =Yy, +JAR, (C2a)

T=Y+jA (C2b)
In the viscous sublayer near the wall, the Reynolds shear stress 7
may be neglected, and an integral of relation (4) that gives the
velocity distribution for separate flow (j=—1) is
1
Uy = Eyi_Aprp (C3)
where the velocity gradient near the wall is negative.

In the separated flow j=-1, the velocity gradient near the wall
is negative, and the matching relation (15) becomes

Y Fux_ U Y U
Vy,=AR, @y,  us\Y-A ¥
The integrations of the expressions from relations (C4) give the

following results.
The composite law of the wall is

u 1 — — y
—=—|2Vy,— AR, — 2VAR, arct \/—L—l) +C!
u, k|: Yp p T £VALR, arc an( AR,

(C4)

(Cs)
The composite non-linear wake wall is
Usmu_ l[—z\’m+ Z\Karctan< r_ 1)] +E!
Us k A
(Co)
Based on results (C5) and (C6), the skin friction law is
Us(x) = Clu, + usk' (C7)

The results (C5) and (C6) may also be expressed in terms of
friction velocity as the following. In the composite wall law,

u 1 [ T 1
—=-[2VK,y,— 1 -2 arctan(NK,y, — 1)]+ B

C8
W (C8)
In the composite wake law,
Ug—- 1 — ——
sTR_ =20 =T+ 2aretan(AY = 1]+ D' (C9)
u

T

where B; and D, are given as
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(C10)
.

and matching of (C8) and (C9) leads to relation (C7). The loga-
rithmic dependence has been replaced by the arctan function.
However, the asymptotic relations (26) and (27) are recovered
from the proposed Egs. (C5) and (C6) in the neighborhood of the
separation point. Relation (C8) was obtained by McDonald [36]
from the Townsend [41] extended wall law in which the stream-
wise pressure gradient was replaced by shear stress gradient. Re-
lation (C5) was proposed from relation (C8) by Skote [12] and
Skote and Henningson [32].

P
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in many engineering applications. However, details of the interaction between inertial,
surface tension, and gravitational forces at the corner that result in partial or complete
separation of the film from the surface are not clear. A criterion is proposed to predict the
onset of shear-driven film separation from the surface at an expanding corner. The
criterion is validated with experimental measurements of the percent of film mass sepa-
rated as well as comparisons to other observations from the literature. The results show
that the proposed force ratio correlates well to the onset of film separation over a wide
range of experimental test conditions. The correlation suggests that the gas phase im-

pacts the separation process only through its effect on the liquid film momentum.
[DOL: 10.1115/1.2907405]

1 Introduction

The dynamics of thin liquid films that develop on a solid sur-
face and are driven by an adjacent gas flow have applications in
many engineering problems, and as such have been extensively
studied. The dynamics of the separation of such films from the
solid surface due to a sudden expansion in geometry and its at-
omization by the separated/reattached gas shear layer (see Fig. 1),
however, have received little attention. The films that are consid-
ered in this study can be classified as thin (~100 wm), shear
driven, and interacting with the adjacent separated gas flow. Such
complex interaction between the liquid film and the gas in sepa-
rated flow is encountered in fuel and air mixture preparation for
spark ignition engines, as well as in atomizer design, refrigerant
flows in evaporators, and wave plate mist eliminators.

For example, in a port-fuel-injection engine, the liquid fuel will
normally accumulate as a film on the surfaces of intake valves and
port walls during the cold-start period and enter into the cylinder
by the shearing force of the intake air flow. It has been shown in
many works (such as Felton et al. [1] and Dawson and Hochgreb
[2]) that the liquid fuel usually deposits as thin films on the intake
valve and port surfaces during the engine cold-start period, and
these films are seen to atomize to varying degrees with the inflow-
ing air and enter the cylinder as droplets and ligaments. The pres-
ence of these films has been correlated to uHC emissions (Lands-
berg et al. [3] and Stanglmaier et al. [4] among others).
Knowledge of the fuel film separation at sharp valve and port
edges is essential to accurately predict the fuel/air mixture prepa-
ration for improved fuel efficiency and reduced emissions. To
model these processes, a clearer understanding must be developed
of the dynamics between the coupled gas phase (separated/
reattached flow) and liquid phase, along with the details of the
dominant interfacial instabilities. Of particular interest in this
study is the prediction of film separation from the solid surface as
a function of gas phase velocity, liquid film flow rate, and wall
angle.
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2 Background

Gas-liquid flows have application in a multitude of engineering
problems and as a result have been studied for many years. An
attempt is made here to classify the problem at hand, given this
large body of research that is found in many fields.

A significant amount of work can be found in the literature
dealing with gas-liquid flows in pipes. An often stated objective in
this body of work is the prediction of transitions between the
many propagation modes including stratified flow, annular flow,
slug flows, and plug flows [5]. Of these flow regimes, the films
considered in this problem would be most similar to the annular
flow condition, but with small film thickness scales.

Another related field is referred to as viscous thin film flow.
Here, the force that drives the film determines the problem clas-
sification. For example, driving forces could include gravity [6]
and moving pressure disturbances [7]. Given that the typical film
thickness in the posed problem is on the order of 100 wm, it
would fit into this body of work. However, the driving force for
this study is the shear force imparted by the adjacent gas flow
phase.

Once the film reaches the end of the supporting substrate,
breakup often occurs. A recent review of the literature concerning
breakup processes of wall-bounded films, in comparison to jets
and sheets, is given by Lightfoot [8]. Some of the most compre-
hensive work done in shear-driven thin liquid films for atomiza-
tion is that by Wittig and co-workers [9—11], where their work
focused on prefilming atomizers for gas turbine engine applica-
tions. In fact, some aspects of the liquid film transport model used
here are derived from the fine work of this group. Several impor-
tant differences exist, however, between the geometry of a pre-
filming atomizer and the geometry considered here. For the pre-
filming atomizer, the shearing air is encountered on both sides of
the thin liquid sheet once it departs from the atomizer. The solid
substrate is effectively a splitter plate between the two air flows,
coming to a sharp edge at the exit leaving no expanding wall
corner to negotiate. Finally, gas phase velocities in a prefilming
atomizer are on the order of 50 m/s (or much greater) to ensure
significant atomization. As a result, the development of criteria to
predict when the film separates is not applicable.

Two general theories have been proposed in the literature to
predict film separation. The first, put forth by O’'Rourke and Ams-
den [12], considers a balance between the inertia of the liquid film
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Fig. 1 Schematic of shear-driven film interaction with sepa-
rated gas phase flow resulting in partial film separation from
the substrate at the corner

at a sharp corner in the wall and the pressure difference between
the gas phase and the film at the wall. No experimental validation
of this model was done. The second approach is that of Maroteaux
et al. [13,14] who argued the separation at a corner to be analo-
gous to a Rayleigh—Taylor instability. In this approach, instabili-
ties in the liquid film are amplified by a body force (i.e., normal
acceleration) developed as the film rotates around the corner. Cali-
bration of the model was done using a limited number of experi-
ments. However, Gubaidullin [15] points out several inconsisten-
cies with the approach of Maroteaux et al. [13] including
differences in the definition of the acceleration of the film at the
corner. In addition, recent work by Steinhaus et al. [16] suggests
that the analysis of Maroteaux et al. [13] shows different trends
than what is experimentally observed.

Neither the approach of O’Rourke and Amsden [12] nor Maro-
teaux et al. [13,14] have been rigorously compared to experiment
and both use rather ambiguous constants to fit the results to lim-
ited observations, which at times seem to be in conflict with the
experimental observations of others. Our hypothesis considers the
role of film inertia to overcome surface tension and gravitational
effects at the corner.

3 Scope

The key objective of this study is the analytical development
and experimental validation of a comprehensive separation crite-
rion for predicting the film behavior at the corner. The criterion
must be able to capture whether the film will separate from the
corner to break up into droplets or negotiate the corner and stay
attached. To this end, the development of a test facility to create,
control, and observe a shear-driven liquid film up to a sudden
expansion (corner) is discussed. The criterion was formulated and
developed to be a submodel of a larger numerical model used to
predict film propagation along a surface. Hence, quantitative esti-
mates of the film thickness and average film velocity just before
separation are required as inputs to the separation criteria. For this
study, these are obtained using a simple two-dimensional shear-
driven film simulation model, based on the work of Wittig and
co-workers [9—11]. This film simulation model was chosen based
on its extensive use and validation presented in the literature.
Clearly, other simulation approaches could be used for this (e.g., a
volume of fluid (VOF)-type model as presented by Thiruven-
gadam et al. [17]). The focus of this study, then, is not the film
propagation before the corner but the development of a force bal-
ance model to predict the onset of film separation at the corner
given these inputs of film thickness and average film velocity.
Observations using high speed imaging of the film separation phe-
nomena as well as quantitative measures of liquid film mass at-
tached to the wall after the corner are used to discuss the effec-
tiveness of the developed force balance model.

4 Experimental Facility

4.1 Shear-Driven Film Test Section. The flow facility con-
sists of a four part test section mounted to an optics table plat-
form. Flow is pulled through the test section using a large liquid
ring vacuum pump. Flow rates through the test section are deter-
mined using a laminar flow element. Corrections are made for
local temperatures and pressures resulting in uncertainties of less
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than 3% in the flow rate.

A schematic of the test section is shown in Fig. 2. A 1.43 m
long entrance region (not shown) provides for two-dimensional
flow spanwise across the test section at the point of film introduc-
tion. The dimensions of the test section at the point of film intro-
duction and up to the corner are 2 cm tall X 10 cm wide, giving
an aspect ratio of 5. The liquid is introduced through a porous
brass plug on the bottom wall in the film introduction section.
Simulations indicate that with the entrance region previously
specified, flow should be two-dimensional with this aspect ratio
(i.e., limited wall effects) for the center 7.5 cm of the test section.
It is over this center 7.5 cm width of the test section that the film
is introduced. The liquid flow into the test section is quantified on
a volumetric flow basis and measured using a rotometer with an
uncertainty of 2.5%. For the results presented here, the liquid was
water with the addition of a surfactant (Surfynol 465) at 0.1% and
1.0% by mass, which results in surface tensions o of 0.042 N/m
and 0.026 N/m, respectively. The surfactant had minimal effect
on the fluid viscosity, which was measured to be 0.983
X103 Ns/m> for the 0.1% solution and was 1.027
X 1073 N s/m? for the 1.0% solution, effectively the same as wa-
ter at ambient conditions.

The corner section is removable from the configuration such
that the angle of the corner in the bottom wall may be changed.
Currently, a 60 deg angle, measured from the horizontal, is being
used. The length of the duct from the point of film introduction to
the corner is 23 cm. After the corner, the duct has an aspect ratio
of 1.429 wherein an exit section provides for a transition from the
test section to the 10.2 cm diameter piping, which runs to the
liquid ring pump. Great care is taken to ensure that the test section
is horizontal to prevent biasing of the film flow.

Significant effort was expended in developing a test section,
which resulted in uniform gas phase velocities spanwise across
the test section near the corner. Although the film is uniformly
introduced over the center 7.5 cm width of the test section, the
film width changes as it reaches the corner due to surface tension.
Figure 3 shows the typical variation in the width of the film,
5 mm from the corner, as a function of gas phase velocity for a
surface tension of 0.042 N/m. The film width is measured based
on imaging through a window in the top of the test section with an
uncertainty of 3% determined by parallax and scale resolution.
Clearly, increased gas velocity, and hence shear force, keeps the
film spread over the test section lower wall, counteracting the
surface tension forces. These same surface tension forces impact
the film separation at the corner and will be discussed in the
development of the separation criterion.

The liquid film flow condition is characterized by the use of a
film Reynolds number Re; based on the volumetric flow intro-

duced to develop the film Vf and the measured film width w; at
each flow condition:

V.0,
Re,=—21 (1)

o Wik
Each flow condition can then be characterized by a gas phase
velocity U, and the film Reynolds number Re;. A range of experi-
mental gas and liquid phase flow conditions was considered. Gas
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Fig. 3 Film width near the test section corner as a function of
film flow rate and gas phase velocity

phase velocities ranged from 20 m/s to 45 m/s and liquid flow
rates varied from 6.5 cm®/s to 41.5 cm?/s. This results in a varia-
tion of film Re; from approximately 100-400.

4.2 High Speed Imaging System. The general characteristics
of the liquid film, including the surface instabilities and interac-
tion of the film with the separated gas phase at the corner, were
characterized using high speed imaging. A Photron 1280 PCI high
speed camera, with close-up lenses totaling +7 diopter, was used
to capture 2000 frames per second at 640 X 256 resolution. A typi-
cal image from this system is shown in Fig. 4. The spatial reso-
lution of these results is determined by the pixel resolution of the
camera. At the current magnification, the spatial resolution shown
in Fig. 4 is approximately 100 um.

4.3 Film Separation Measurement. Measurement of the de-
gree to which the liquid film is separated from the corner is made
by pulling off the liquid that stays attached to the downward slop-
ing wall after the corner. A porous brass plug was placed down-
stream of the test section corner on the downward slope of the
lower wall as a means to extract the mass of the liquid film that
stays attached to the wall. As shown in Fig. 5, the porous plug
(6 mm wide) extends across the span of the test section and is
flushed with the sloping wall to prevent any disturbance of the
flow. The brass plug is located 6 mm from the corner, which was
determined by flow visualization to be far enough from the corner
as to not impact the film separation process and yet not low
enough to capture liquid that may be pulled up the sloping wall by
the recirculation flow region behind the step. Suction is applied
below the porous plug to draw the liquid from the wall, which is
then captured and the mass measured. Sufficient suction is applied

Instability

on Film \

Fig. 4 High speed imaging (2000 frames per second) of the
film interaction with the separated gas flow at the test section
corner
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Fig. 5 Picture of the test section showing the porous surface
where the film that remains attached after the corner is
removed

behind the porous plug, adjusted at each flow condition, for com-
plete removal of the liquid from the wall without pulling the gas
through the porous surface. Imaging is used at each set point to
ensure that the liquid film was removed.

Film suction collection times were on the order of 1 min in
duration with an uncertainty of 1%. The captured volume is
weighed to establish a mass flow of liquid attached to the wall,
which, along with the measured liquid flow into the test section,
provides the mass flow of liquid separated at the corner. Com-
bined uncertainty in this measurement is 5%.

5 Shear-Driven Film, Rough Wall Model

A computational fluid dynamics (CFD) model is used to study
the shear-driven liquid film propagation along the bottom wall of
the test section. The focus of the current work is the development
of a separation model for use in the context of a comprehensive
numerical film model; hence, the film propagation model, chosen
from the literature, is used to predict film thickness and film ve-
locity at the wall corner, before the point of separation. A brief
description of the chosen model is given, followed by a few pre-
dictions of film characteristics.

The two-dimensional rough wall model proposed by Sattel-
mayer and Wittig [9] for simulating shear-driven liquid film flow
is used. This model has been shown to provide good agreement
with measured values for the average film thickness [10,11]. The
model treats the liquid film as an equivalent rough wall interacting
with the turbulent gas flow, with the wall roughness being a func-
tion of the interfacial shear stress and the average film thickness.
The interfacial shear stress provides the coupling between the lig-
uid and the gas flows, and an iterative procedure is developed to
arrive at a converged solution. This scheme was implemented in a
computational code to numerically simulate the development of
the shear-driven liquid film in the turbulent gas flow inside the
experimental duct geometry.

5.1 Gas Flow Model. The two-dimensional incompressible
Reynolds-averaged Navier—Stokes equations, along with the con-
tinuity equation, were used to simulate the gas flow. The k-¢,
turbulence model was utilized with wall functions (high-
Reynolds-number model) applied to the rough wall (the film
boundary) and low-Reynolds-number model applied to the other
smooth wall of the duct. The general form for the governing equa-
tions can be represented by

du v
T 2
V- (ppV) = V(F¢V )+ Sg (3)

where I'y is an effective diffusion coefficient and Sy denotes the
source term [18]. The governing equations for the two velocity
components (z and v), the turbulent kinetic energy (k), and its
dissipation (&) can be represented by Eq. (3), where ¢ is the
corresponding variable and V is the velocity vector. These equa-
tions were discretized using a finite volume method in a staggered
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grid system, with the SIMPLE algorithm used to deal with the
coupling between flow and pressure grids. The discretized equa-
tions were solved by a line by line tridiagonal matrix algorithm
method (TDMA). Several grid densities and distributions (nonuni-
form) were considered to ensure a grid independent solution, and
a grid of 120(X) and 66(Y) was selected for generating the final
results. The use of higher grid densities (i.e., 1.5 and 2 times
greater than the one cited above) had minimal effect on the final
results. The approximate relative error in film thickness is 1.9%
and in film velocity is 2.2% when the grid is doubled. At least five
grid points were set inside the laminar sublayer near the smooth
wall where the low-Reynolds-number turbulence model was used;
on the other hand, the first grid point for the gas flow near the
rough wall (liquid film) is placed outside of the viscous sublayer
where 11.3 Sy;S40 is satisfied. The grid for simulating the tur-
bulent gas flow is distributed between the first grid point p near
the rough wall and the smooth wall.

The wall roughness (or liquid film) effect k; is incorporated into
the logarithmic law of the rough wall through the following rela-
tions:

1
uy = " Iny, + C(Rey,) (4)
where
u+ _ u (C1/4k1/2) . yP(Cl/4kl/2)
I e 7 v

and C(Rey,) is a function that is dependent on the roughness Rey-
nolds number Rey,=(c*k"?)k,/v. The functional relation for
C(Rey,) can be found in the literature [10]. The term y, is the
distance of the first grid point in the computational domain for the
gas flow from the rough wall. The shear stress 7, is given by [18]
;o pc kz,uZ )
ypsp

To start the gas flow simulations, initial values for all of the
dependent variables need to be assumed as u=i,, v=0, k
=0.005i%, and £=0.1k2. In addition, for a given liquid film vol-

n’
ume flow rate (Vf/ wy), the average film thickness (/) needs to be
assumed at the start of the simulation. This provides a means for
calculating the average film velocity and the wall shear stress
from the following relations:

hf' M_f= Vf/Wf and Tw= Zﬂf%f (6)
f

Note that the velocity distribution of shear-driven liquid film is
assumed to be linear (i.e., uf5=212f, where ug is the film surface
velocity). The wall roughness is evaluated by using the following
relations [19]:

ky= hy )

¥,=1.47+0.01851 7 (8)

The boundary conditions for the low-Reynolds-number turbulent
model that are used on the smooth wall of the duct are u=v=k
=0, e=2vk,/ yf, at the wall. In the high-Reynolds-number turbu-
lent model, the boundary conditions that are applied at y, con-
sisted of u,, that is computed from the logarithmic law of the wall
(Eq. (4)), and 8p=C3/4k3/ 2k ¥p» while the boundary conditions for
v and k are applied at the wall as dv/dy=0, dk/dy=0. The inlet
velocity distribution of the gas flow was equivalent to fully devel-
oped turbulent flow, and the exit conditions were taken as fully
developed. The shear stress at p, which is considered to be con-
stant between p and the rough wall, is evaluated using Eq. (5) and
the simulated gas flow results.

051301-4 / Vol. 130, MAY 2008

5.2 Film Flow Model. The liquid film flow is simulated by
using the laminar boundary layer flow approximation that is gov-
erned by the following simplified Navier—Stokes equation:

duy duy J
pf<uf7”)‘ct+v§;1> =5’ ©)

Assuming a linear velocity distribution through the film, and using
the integral method (i.e., integrating the above momentum equa-
tion together with continuity equation (Eq. (2)) in the y direction
from O to h(x)), yields the following ordinary differential equation
for the surface film velocity:

dug, 3
)3 (10)
T 20
where 7, is evaluated from Eq. (5) and 7 is evaluated from Eq.

(6). A fourth-order Runge—Kutta integration scheme with adaptive
stepsize control is used to determine the local surface film velocity
from Eq. (10), and from these results, the local film thickness is
evaluated and used to evaluate the average film thickness over the
length of the calculation domain. The resulting average film thick-
ness is used to update the effective wall roughness, and this new
wall roughness is used to start a new gas flow simulation. This
iterative procedure is repeated until the difference between the
evaluated shear stress at the first grid point p for two iterations,
(7;”— 7';',”), is smaller than 1075, At that state, 7, becomes equal to
7y for most of the simulated domain downstream except for the
injection region of the liquid film. A starting film thickness is
needed to initiate the computation of the film flow and that film
thickness is updated after every iteration during the coupling it-
eration process.

5.3 Model Validation and Results. To verify our numerical
simulation code using the rough wall model, a reproduction of the
experiment described by Wittig et al. [10] was performed. The
experimental configuration was similar to the one used in this
study in that a shear-driven film was established on a plate. How-
ever, the gap height between the bottom plate and the top plate of
the test section was only 0.4 cm, compared to 2 cm for this work.
As expected, the rough wall model developed for this work pro-
duced results quite similar to those reported by Wittig et al. [10]
and matched well to their reported experimental measurements, as
shown by the film thickness and surface velocity data shown in
Fig. 6. Note that this was not a validation of the shear-driven film
model of Sattelmayer and Wittig [9], which has been performed
and presented in the literature [10,11], but instead was a verifica-
tion of the simulation code used to obtain the film thickness and
average film velocity as inputs for the developed force balance
model.

Finally, Fig. 7 shows typical results of the simulations for the
test section and fluid described in Sec. 4. The simulations were
performed for the film introduction section and the corner section
up to but not including the corner. The purpose of the simulations
was to provide reasonable estimates for the average film velocity
and the average film thickness at the corner, for input into the film
separation criteria. The simulation results show that for a fixed
inlet air velocity, the liquid film thickness and its velocity, in-
crease as the liquid flow rate (or Ref) increases for this two-
dimensional simulation. On the other hand, for a fixed liquid flow
rate (Ref), the liquid film thickness decreases but its average ve-
locity increases as the inlet air velocity increases.

6 Separation Prediction by Analytical Force Balance

When the liquid film flow reaches the sharp corner, the bulk of
the liquid may separate from the wall and then break up into
droplets by the aerodynamic force of the gas or turn the corner
and remain attached to the inclined wall, depending on the flow
conditions of both the gas and liquid phase. To determine the
behavior of the bulk film at the corner, an appropriate separation
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Fig. 6 Comparison of the results of the rough wall model developed for this work and the
experimental results reported by Wittig et al. [10]

criterion needs to be established. For the analysis here, the forces
considered are film inertia, surface tension, and body forces.

To consider this balance of forces at the corner, an approach
similar to that of Hartley and Murgatroyd [20], Murgatroyd [21],
and Penn et al. [22] for the analysis of dry patches on flat surfaces
is used. A two-dimensional control volume is drawn around the
liquid film, in this case at the point of separation, and a linear
momentum conservation law is written for the control volume.

As shown in Fig. 8, a control volume, represented by dashed
lines, is chosen perpendicular to the film flow at the corner and
surrounding the presumed separated film after the corner at an
angle of S from the horizontal. The surface expands at an angle 6
with the horizontal. The force balance is made perpendicular to
the film, in the p-direction, to ascertain the equilibrium position of
the separated film by balancing the perpendicular forces on the
film. External forces considered are the surface tension force at
the top of the film F\, the surface tension force at the bottom of
the film F, as well as a gravitational force W. The surface tension
force at the bottom of the film F,. is presumed to act perpendicular
to the control surface, in the negative p-direction, at the meniscus
between the separated liquid and the film that remains on the wall.

When the film approaches the corner, the effect of its momen-
tum is to drive the film to separate from the corner that is balanced
by the two surface tension forces as well as the gravitational force.
This balance is established by considering conservation of linear
momentum for steady conditions for the p-direction. Beginning
with

600

o

o

o
T

400 [

N

(=4

o
T

Average Film Thickness [um]
= s
o (=]
T T

100 200 300 4

f f pu AV n)dA=pgV +F (11)

the momentum flux entering the control volume in the p-direction,
assuming uniform flow at the mean film velocity uy is given by

There is no momentum flux in the p-direction exiting the control
volume. For the external forces F,, acting on the control volume,
the surface tension force on the upper surface F| is

— owgsin 8 (13)

while for the lower surface, the surface tension force F, acts in the
negative p-direction and is given by

(14)

To consider the magnitude of the gravitational force, a charac-
teristic length of the film after the corner L, must be established.
Using the experimental correlations of Arai and Hashimoto [23]
for thin sheet breakup, a characteristic breakup length is given by

—owy

L,=0.0388h° Re}® We,

rel

(15)

For this correlation, the Reynolds number of the film is defined as

16 F

14 F
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08|
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Fig. 7 Typical results from the rough wall model used to predict film characteristics before

the corner in the test section
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Fig. 8 Momentum analysis for a control volume

h
Re, 4Pt
: s
and the Weber number is based on the relative velocity between
the gas phase and the liquid film

(16)

We.. = 1Py = up)®
Crel 20

where p is the gas phase density. Given that the film volumetric
flow is

(17)

(18)

and combining the external forces, the p-direction linear momen-
tum balance, per unit width, results in

V= upwihy

(19)

The above relation provides a means by which the film angle 8
can be determined that balances the film momentum flux with the
external forces of surface tension and weight. This “equilibrium”
film angle should provide a measure, when compared to the cor-
ner angle 6, of whether the bulk of the liquid film will separate.
However, measuring this equilibrium film angle is very difficult
experimentally due to the characteristic unsteadiness in the flow.

If film separation is considered to exist for any S less than 6,
then a critical force ratio can be obtained by setting 8= 6. Doing
so in Eq. (19) and normalizing by the surface tension, one finds
the following ratio of the inertial force to the surface tension and
gravitational forces:

pfu?hf sin 8= o sin B+ o+ pgh/L, cos B

pfu%hf sin 6 (20)
osin 0+ o+ psghyly, cos 6

or nondimensionalizing gives

force ratio = {

We f

1 L, 1
1+ -+ Frh Wef -
sin 6 f "\ hy/ \tan 6

where We, = pfu_)zchf/ o, thf= ghy! ufz-, and Re;=puh/ p. This force
balance is effectively a Weber number modified by the wall angle
due to the surface tension at the lower surface and a gravitational
force effect. This differs from previous Weber number models
[24] in the inclusion of the effects of the wall angle as well as
body forces on the separation process. It differs from the force
analysis of Owen and Ryley [25] by the inclusion of additional
surface tension forces, which provide the wall angle dependence
experimentally seen. Arguably, when the force ratio becomes
greater than 1, the inertial force becomes great enough for the film
to begin to separate from the wall. Hence, a force ratio of 1 can be
used as a criterion for the onset of film separation. Clearly, since
the unsteady nature of the film surface has not been considered, as
displayed in Fig. 4, one could not expect all of the liquid film to
separate at this point. If, however, the appropriate forces have

force ratio = (21)
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Fig. 9 Dimensionless gravitational term from Eq. (16) as a
function of Re;

been captured, for force ratios greater than 1, some measurable
film mass should be separated since sufficient film inertia exists,
whereas below 1, all the film mass should remain attached to the
wall.

The various dimensionless terms in Eq. (21) can be calculated
knowing the film thickness and velocity along with the fluid prop-
erties. To observe the general behavior of the various force terms,
the film velocity and thickness are calculated using the rough wall
model, for example, as shown in Fig. 7. With these predictions,
Fig. 9 shows the variation of the dimensionless gravitational force

term
I\ hg/ \tan 6

in the denominator of Eq. (21) as a function of Re;. Clearly, the
gravitational effect becomes more significant at higher Rey, which
from Fig. 7 corresponds to thicker films. The film Wey, shown in
Fig. 10, captures the force balance between the surface tension
and the film inertia at the corner. As expected, the We, increases
with Re; due to the increase in film inertia.

(22)
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Fig. 10 Film Weber number as a function of Re;
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Finally, the force ratio defined in Eq. (21) is shown as a func-
tion of the Re, for various gas phase velocities in Fig. 11. The
rather significant difference in the force ratio for different gas
phase velocities at higher Re; seems to be driven by the gravita-
tional term, as shown in Fig. 9, which becomes significant at these
higher Rey. If the above force balance captures the appropriate
physics, then the film should begin to separate from the wall when
the force ratio in Eq. (21) becomes greater than 1. Figure 11
suggests, then, that films with lower Re; would be more likely to
stay attached to the wall. Similarly, films driven by lower gas
phase velocities would also tend to stay attached. Based on Figs. 7
and 11, films would need to be quite thick at lower gas phase
velocities (leading to higher relative film velocities) to begin to
separate from the wall. To test the viability of the above force
balance to predict the onset of film separation, film separation
experiments were conducted.

7 Experimental Results

7.1 Validation of Film Separation Criterion. Film separa-
tion experiments were made for gas phase velocities between
20 m/s and 45 m/s and Re; between 100 and 400. Validation of
the separation criterion was performed by measuring the percent
of liquid mass that remained attached to the wall after the corner.
For each experimentally determined gas phase velocity and Rey,
as established by the liquid flow rate and film width, the rough
wall model was used to predict the film velocity u; and film thick-
ness hy. This provided sufficient information for calculating the
force ratio, as per Eq. (21).

Results for 68 different flow conditions are shown in Fig. 12.
For each gas phase velocity, several liquid film flow rates were
established, with the film width and liquid mass attached to the
wall measured for each set point. Two water-surfactant mixtures
were used to study the effect of surface tension. Two important
features should be noted from these results. First, the force ratio
appears to reduce the results from a wide range of experimental
conditions into a common trend. The results varied from cases
where no liquid was separated from the wall (i.e., the film re-
mained attached) to approximately 90% of the liquid mass sepa-
rated from the wall near the corner. The second important obser-
vation is that the force balance performed for this analysis appears
to capture quite well the onset of the film separation process. For
the range of conditions examined, the start of the film separation
process begins when the inertial film force is greater than the
restoring forces, i.e., at a force ratio of 1. As the force ratio in-
creases from 1, a continual increase in the mass of the film sepa-
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Fig. 12 Experimentally measured film separation by mass cor-
related to the calculated force ratio for various gas phase and
liquid phase flow conditions; surface tension shown in
parentheses

rated from the corner was observed. A determination of when the
film is “separated” versus “not separated” is not made here as this
determination is a bit arbitrary. In fact, the results show that under
many flow conditions, a “partial separation” occurs where a frac-
tion of the liquid mass separates with the remainder staying at-
tached to the wall. However, as can be seen in Fig. 12, the force
ratio model predicts quite well the onset of film separation from
the corner at a force ratio of near 1, with approximately 50% of
the liquid mass separating at a force ratio of 2 for most flow
conditions.

The ability of a force balance at the corner to capture the onset
of the film separation process suggests that the appropriate forces
are being included, at least over the range of flow conditions
studied. This suggests that the model established by O’Rourke and
Amsden [12] is inconsistent with this work in that it argues the
importance of the gas phase pressure on either side of the film and
does not include surface tension effects. Clearly, the nature of the
gas phase shear, particularly the shear layer and recirculation
zones as depicted in Fig. 1, will impact the breakup process. How-
ever, the separation process only appears to be affected by the gas
phase field through the film inertia, established by the shear-
driven boundary condition.

Although the flow conditions and fluid properties were quite
different than those considered in this study, a few comments can
be made in regard to the force balance developed here and the
experimental observations of Steinhaus et al. [16]. Steinhaus et al.
[16] observed that higher film flow rates (i.e., Rey) generally re-
sulted in more film separation, which agrees with the trends
shown in Fig. 11. However, they commented that the film flow
rate seemed to have a relatively small effect. This may be due to
the fact that their study considered only very high gas phase ve-
locities (between roughly 70 m/s and 200 m/s), which resulted in
very thin films (less than 100 wm) for the liquid considered. With
Re; all well less than 100 in their experiments, the decreasing
slope shown in the force ratio at low Rein Fig. 11 would suggest
a lessening dependence on Re;. Steinhaus et al. [16] also noted
that very high gas phase velocities (greater than 200 m/s) were
necessary to “preferentially strip” the liquid film for low liquid
flow rates (Re;<<10) for a 45 deg wall angle. Again, this obser-
vation fits well with the trend shown in the force ratio of Fig. 11,
which suggests that gas phase velocities would need to far exceed
the 45 m/s considered here for the onset of separation (force
ratio=1) at a wall angle of 60 deg.
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Fig. 13 Predicted effects of the wall angle of the onset of film
separation for various gas phase and liquid phase flow
conditions

7.2 Prediction of Wall Angle Effects. It is important to note
that the ability of the force ratio to capture the onset of film
separation leads to a predictive capability. For example, using the
rough wall film model, the force ratio can be calculated for a
given set of gas phase velocity, liquid flow rate, and wall angle.
Considering those conditions that provide a unity force ratio for a
chosen wall angle, prediction of the onset of film separation can
be established, as shown in Fig. 13. As indicated in the figure, to
the right of the curves are flow conditions that result in a force
ratio larger than 1 for the given wall angle and would suggest the
occurrence of some degree of film separation; to the left of the
curves are force ratios less than 1, which would imply no separa-
tion. The results suggest that the wall angle has a lesser effect on
film separation for steeper wall angles. Additionally, the impact of
the wall angle on the separation process is more significant for
lower gas phase velocities and of lesser importance for higher gas
phase velocities.

8 Summary and Conclusions

An experimental test facility to study the development of a
shear-driven liquid film and its subsequent separation at an ex-
panding corner has been developed. Built into the test section is
the ability to measure the liquid mass that stays attached to the
wall after the corner. An analytical force balance was developed to
serve in a predictive sense as a criterion for the onset of film
separation. Required for the force balance is knowledge of the
film thickness and velocity at the corner, which for this study were
determined using a simple rough wall film propagation model.

The force balance of the major liquid phase forces acting at the
corner, including surface tension, film inertia, and gravity, corre-
lated well to the onset of film separation as measured in the ex-
periment. Unlike previous Weber number models, effects of the
wall angle on film separation are included. Additionally, the mass
fraction of the liquid film that separates from the wall correlates to
the force ratio over a wide range of experimental test conditions.
The correlation of the separated mass to the liquid film force
balance suggests that the gas phase impacts the separation process
only through its effect on the liquid film momentum. It is sur-
mised, however, that the inclusion of gas phase effects in the shear
layer and recirculation zone will be necessary to consider the
breakup of the film.
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Nomenclature
A = area
CS = control surface

F. = surface tension force at the bottom of the film
F., = external force
Frj; = film Froude number

F, = surface tension force at the top of the film

g = gravitational constant
hy = film thickness
k = turbulent kinetic energy

k, = wall roughness

L, = characteristic length of the film after the corner
n = normal vector
Re; = film Reynolds number
Re;; = roughness Reynolds number
Sg = source term
U, = gas phase velocity
u;, = initial fluid velocity vector

uy = film velocity
ug, = film surface velocity

u = fluid velocity component

v = fluid velocity component

V = velocity vector

Vf = film volumetric flow rate

W = gravitational force

We; = film Weber number
We, = relative Weber number

wy = film width

B = separated film angle from the horizontal
I'y = effective diffusion coefficient

g = dissipation

0 = surface corner angle from the horizontal
k' = von Karman constant

pp = film viscosity

py = film density

o = surface tension

7 = shear stress

¢ = corresponding variable

. = efficiency factor of film roughness
V = gradient

V = volume

Subscripts
p = first grid point
w = wall
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Waves With a Surface-Parallel

An experimental study was performed to investigate the interaction of water waves with
a surface-parallel oriented vortex at a free surface. Shadowgraph images were obtained
visualizing surface deformations. The role of vortex strength and the direction of ap-
proach of the waves were investigated. For favorable waves, with flow velocity at crests
parallel to vortex flow, surface deformations were weaker, lasted longer than for a vortex
without waves, and were characterized at late times by the appearance of surface-normal
vortices. For unfavorable waves incident on the vortex from the other side, surface
deformations were stronger and dissipated more quickly. [DOL: 10.1115/1.2907430]
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1 Background

The exchange of energy between water waves and underlying
turbulence is an important fluid phenomenon to understand. Tur-
bulence generated under a quiescent air-water interface will result
in pressure fluctuations that generate free-surface water waves. In
the presence of surface waves, turbulence can act as a damping
influence, draining the energy downward to the region below the
wave motion [1]. Large-scale coherent vortex structures may also
dissipate or scatter the wave energy. For example, in the case of a
whale footprint, the large-scale vortex structure of the wake shed
from a diving whale, with consequent upwelling of flow, causes a
calm spot on the ocean surface to appear and last for several
minutes. Another such example is that of a ship wake, where in an
otherwise rough sea calmer conditions at the water surface in the
wake persist over many miles [2].

The problem of wave-turbulence interaction is further compli-
cated by the presence of surfactants, which are known to damp
underlying turbulence [3] and alter the interaction of vortex fila-
ments with a free surface [4,5]. In the case of the ship wake, the
harvesting of surfactants by bubbles can also play a role as their
presence will also contribute to the wave damping. The specific
case of surface-parallel vorticity interacting at a water surface, for
both the clean and contaminated surface cases, was studied by
Hirsa and Willmarth [6] and Willert and Gharib [7] among others.
An excellent overview of many of these studies, as well as a
discussion of the interaction of vorticity with a free surface, has
been given by Sarpkaya [8].

Brocchini and Peregrine [2] gave an excellent overview of the
dynamics of turbulence at free surfaces. They discussed the fact
that “water wave generation by weak turbulence requires a rea-
sonable match of length and time scales between the turbulent
motion and free waves.” The problem is further complicated by
the minimum phase velocity of water waves (about 23 cm/s at a
wavelength of 1.7 cm). In addition, surface waves are strongly
damped in the regime where their wavelength is similar to, or
smaller than, the dominant length scale in the turbulence.

Kitaigorodskii and Lumley [9] also considered the effects of the
relative length and time scales of the turbulence and wave motion.
When the time scale of the turbulence is small compared to that of
the surface waves, the turbulence equation based on phase aver-
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aging is appropriate. When the turbulence time and length scales
are very large, on the other hand, the turbulence is “frozen” on the
time scale of the orbital wave motion and expected to have little
dynamical effect. In the case of random surface waves, the pri-
mary effect of wave-turbulence interaction is the downward trans-
port of energy and the main contribution to this effect comes from
turbulent motions with time and length scales comparable to those
of the wave motion.

An additional complexity to the problem comes from consider-
ing whether the vorticity, with which the waves are interacting, is
oriented vertically or normally to the free surface. Two theoretical
studies [10,11] have discussed the scattering effect that vertical
vorticity can have on surface waves. In this case, no downward
surface current exists to carry the wave energy further below the
free surface.

Perhaps most relevant to the current case was a computational
study of the interaction of a submerged vortex pair with free-
surface waves performed by Fish and von Kerczek [12]. They
pointed out the importance of the vortex-induced surface current
in the interaction of the vortex flow with ambient waves. In a
related experimental study, Fish [13] presented flow visualizations
of a counter-rotating vortex pair ascending toward a free-surface
containing waves. The vortex that was upstream with respect to
the waves was observed to remain near the surface while the
downstream vortex rebounded to a deeper level. Fish attributed
these observations to the influence of a near-surface drift current
produced by the waves.

In the current experimental study, the generic problem of wave-
turbulence interaction is broken down in complexity to isolate the
interaction between surface waves and the flow field of a large-
scale surface-parallel vortex. A surface-parallel vortex was gener-
ated and surface waves were directed into the flow field. The
directional effect of the side of approach of the waves impinging
on the vortex was also isolated. Vortices of two different sizes and
circulations were used. The surface wavelengths studied were
comparable to the diameters of the vortices and the orbital motion
induced by the waves, about an order of magnitude smaller than
the wavelength of the waves at the surface, decreased with depth.
The wavemaker was operated at two different settings. The lower
frequency setting produced a packet with wavelengths ranging
from 2.0 to 4.3 cm accompanied by a 30 cm wavelength progres-
sive wave, while for the higher frequency setting only 2.0 cm
wavelength waves were observed.

Shadowgraph visualizations of the free-surface deformations
show the ability of the vortex flow field to inhibit the motion of
the surface waves, as well as the generic tendency for the wave

MAY 2008, Vol. 130 / 051302-1

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



motion acting on the vortex flow field to induce a change in the
vortex location relative to the free surface. In addition, observa-
tions showed a greater tendency for vortex filaments within the
vortex flow to be reoriented to the surface-normal direction, dur-
ing the later stages of the flow field evolution, with the presence
of surface waves.

2 Theory

Surface waves in water are driven by a balance between the
inertia of the fluid and the restoring forces of gravity and surface
tension [14]. The waves in this study, with wavelengths ranging
from 2.0 cm to 4.3 cm, fall into the ripple regime where both
gravity and surface tension are significant. For sinusoidal waves
of wave number & in deep water of density p the stiffness charac-
terizing the restoring force is pg, due to gravity, plus Tk%, due to
surface tension 7, while the generalized inertia of a fluid column
is pk~!. The ratio of stiffness to generalized inertia gives the an-
gular frequency

w?*=(g+p ' Tk (1)
the phase velocity,

c= % =[(g+ p ' TkA)/K]" @)

and the group velocity,

do 1 g+3p 'Tk? ;

T dk T 2[gk+ p T 3
The phase and group velocities relevant in this study range from
c=23cm/s and c,=22cm/s for wavelength 2.0 cmtoc
=28 cm/s and c,=18 cm/s for wavelength 4.3 cm, while the
30 cm wavelength wave has ¢=69 cm/s and ¢,=34.5 cm/s. For
deep water waves of amplitude a <\, fluid particles follow circu-
lar orbits of radius ae®* and orbital speed awe’?, where z<0 is the
vertical coordinate measured from the undisturbed surface. Super-
imposed on their circular motion, the fluid particles undergo a
second order mean drift, called the Stokes drift, which results in a
mean velocity in the direction of wave propagation that exponen-
tially decays with depth below the surface.

The surface-parallel vortex in this study can be modeled as a
cylindrical vortex tube or Rankine vortex [15] with axis perpen-
dicular to the direction of wave propagation. In this study, the
weak vortex has radius R;=1.25 cm and surface velocity U,
=3.2 cm/s giving it a circulation I'y=27R,U,=25 cm?/s, while
the strong vortex has radius R,=3.1 cm, surface velocity U,
=6.4 cm/s, and circulation I',=125 cm?/s. The fluid particle ve-
locities in the vortices are significantly less than the phase and
group velocities of the surface waves.

In their study of wave-turbulence interactions, Kitaigorodskii
and Lumley [9] specified a wave layer, or depth below the free
surface into which a wave causes motion of the fluid. They char-
acterize this to be on the order of the inverse of the wave number,
k=1, or N/24r, where \ is the wavelength. In the cases studied here,
the wavelayer depths associated with the smaller (2.0-4.3 cm)
waves ranged from 0.32 cm to 0.68 cm, considerably less than
the vortex diameters. However, the cases with the approximate
30 cm wavelength wave produced a wave layer of approximately
4.8 cm, which is of the same order of magnitude as the vortex
diameters. Therefore, as this larger wave interacts with the vortex
the stretching/compressing action of the wave on the flow field
must be considered.

Kitaigorodskii and Lumley [9] also discussed the decomposi-
tion of the whole spectrum of wave-turbulent interactions into
four categories based on the length scale (L,) and (inverse) time
scale (£,) of the turbulence and the length scale (A) and fre-
quency (o) of the waves. These are long (L,> A), short (L, <A),
rapid (Q,> o), and slow (Q,< ). The present study deals with
large-scale coherent vorticity interacting with waves that have
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wavelengths of size comparable to or smaller than the vortex. As
calculated above, all the cases studied can be considered to fall
within the long category. Based on the assertion by Kitaigorodskii
and Lumley [9] that “long fluctuations are the most effective for
transporting wave energy downward, since they are able to cross
the whole wave layer,” one would expect an absorption of the
wave energy by the vortex flow field to be observed within this
study.

Rood [16] gave a theoretical overview of the interaction and
production of vorticity at a free surface. A free surface is defined
as an interface between two fluids, such as air and water, in which
one of the fluids (quiescent air) produces no tangential stress and
has negligible dynamical effect on the flow of the other fluid
(water). A free surface, by definition, allows for free deformation
of this interface and satisfies the condition that the tangential
stress is zero and normal stress is constant at all times. This stress-
release condition at a free surface has a dramatic effect on the
dynamics of nearby vorticity that is different than that produced
by a no-slip boundary. While vorticity must be normal to a flat
free surface, surface-parallel vorticity must be present at a curved
surface even when the flow underneath is irrotational. For ex-
ample, in a progressive gravity wave, the bulk flow has zero vor-
ticity and nonvanishing viscous stress, while at the free surface
the stress-free condition results in the production of surface-
parallel vorticity, which is positive for the concave portion of the
wave and negative for the convex portion [16,17].

Rood [16] discussed the interactions between the primary vor-
tices and free surfaces, which are characterized by the deforma-
tion of vortical structures due to the pressure at the free surface
and the diffusion of vorticity constrained by the free surface. Rood
[16] pointed out that the vortical structure interacting at a free
surface, in particular, that of a surface-parallel vortex, will have its
vorticity distribution modified by the pressure of the free surface.
The vortex core will take on an oblong shape as it is flattened by
the interaction with the free surface. This flattening of the vortex
core was observed in the present study during dye visualization of
the vortex flow field as it interacted with a calm free surface. A
primary vortex can also generate secondary vorticity at a free
surface associated with the curvature of the induced surface-
parallel flow. Vortex disconnection is another important interac-
tion in which segments of vorticity from the primary vortex move
toward and merge with the free surface leaving vortex lines ter-
minating vertically at the surface.

The present study is concerned with the interaction between a
surface-parallel vortex and surface waves on water. When the
waves encounter the surface current of velocity U produced by the
vortex, the Doppler effect must be taken into account by replacing
the observed frequency w in dispersion relation (1) by the intrinsic
frequency o=w—kU in the rest frame of the current. Since the
wave source (wavemaker) and observer are in the same (labora-
tory) frame, the frequency w remains constant while the wave
number and the corresponding wavelength are modified by the
current U. Phillips [18] showed that curvature and centripetal ac-
celeration of the surface current can be taken into account by
replacing g by the effective gravitational acceleration

2
g’ =gcos 0+E (4)

where 6 is the angle between the surface tangent and the horizon-
tal, and R is the radius of curvature. Shyu and Phillips [19] con-
sidered the blockage of short gravity-capillary waves by longer
waves and by currents that may have vorticity. Wave blockage
occurs when the convective velocity of the current cancels the
group velocity

U+ do =0 (5)

dk

In this process, the blocked wave is reflected as an extremely short
capillary and then rapidly dissipated by viscosity [19].
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Fig. 1 Diagram of the experimental setup showing the case for
unfavorable waves

3 Method of Approach

The experiment was conducted in the test section of the Parks
College water tunnel. With the tunnel turned off, this allowed for
the test section (15 in. wide by 20 in. high by 60 in. in length) to
be used as a tank facility. A plunger type wavemaker (spanning
the width of the test section), employed to generate progressive
water waves, was operated at two different settings. At the first
setting, the wavemaker generated packets with observable wave-
lengths of 2.0-4.3 cm superposed with a much larger approxi-
mately 30 cm wavelength wave that could be measured in the side
view whole field video of the wave generation process. At the
second setting, only 2.0 cm wavelength waves were observed. A
flat plate inclined to the free surface served as a simulated beach
at the far end of the test section such that minimal wave reflection
would occur back into the test area. In addition, all waves were
generated to move parallel to the test section walls and minimal
reflection of the waves off the walls was observed during the
experiments.

To visualize the free-surface deformations and obtain qualita-
tive observations of the flow field during the experiment, a shad-
owgraph system was used. A fiber optic light source (continuous
Cuda Products 1-250) was focused into a beam of collimated light
using a spherical mirror of 8 in. diameter and a focal length of
24 in.. The collimated light was shone upward through the test
section, where it then passed through the water surface and onto a
white glass screen. A digital camera (Canon Powershot) was fo-
cused onto the screen and images of the free-surface deformation
field during each experimental run were obtained. The exposure
time was adjusted to acquire bright images with no blurring due to
the fluid motion. The bright circle covering almost the entire im-
age defines the length scale as it corresponds to the 8 in. diameter
beam of collimated light that was shone up through the test sec-
tion. These images, shown in the Results section, are gray scale
images where the light and dark regions correspond to variations
of the slope of the free surface. Specifically, lighter regions are
areas where the free surface has focused the light and thus corre-
spond to convex regions at the water surface. Likewise, darker
regions correspond to depressions or concave regions on the water
surface. The darker areas, when approximately circular in shape,
correspond to the connection of a vortex tube to the free surface as
the lower pressure at the center of the vortex pulls the surface
downward.

A hydrofoil, with a length of 13 in. and thus spanning almost
the entire width of the test section, was rotated upward to generate
a single vortex, which interacted with the water surface. Figure 1
shows a diagram of the experimental setup. The rate of rotation of
the hydrofoil was varied to generate vortices of two different
strengths, and the final resting point of the hydrofoil at the end of
rotation was approximately 4 in. below the water surface. In the
absence of surface waves, characteristics of the vortices were de-
termined. Using the buoyant particles at the water surface, and

Journal of Fluids Engineering

imaging their motion with the time difference known between
images, a characteristic or average surface velocity U for each
vortex strength was measured (3.2 cm/s and 6.4 cm/s for the
weak and strong vortices, respectively). A characteristic diameter
d of the vortex was obtained from the shadowgraph images, where
the depressed region (dark region in shadowgraph images) of the
flow characterizing the low pressure core of the vortex was used,
giving d=2.5 cm for the weak vortex and 6.2 cm for the strong
one. Based on other dye visualization results, this value was con-
sistent with the core size observed during vortex generation. Thus,
a Reynolds number (Re=Ud/v=I"/v) and Froude number (Fr
=U?/gd) for each vortex was calculated. These values are Re
=779 and Fr=0.004 for the weak vortex, and Re=3940 and Fr
=0.01 for the strong vortex. Dye visualization of the vortex core
was observed during the interaction process and all observations
given in the results with respect to the depth of the vortex below
the free surface were confirmed with the video sequence of the
dye studies.

To ensure repeatability of the experimental conditions and
strength of the vortex during various runs, a programmable logic
controller (PLC) was used to control the motion of both the wave-
maker and hydrofoil. The PLC also allowed for the timing of the
formation of waves to be repeatable with respect to the initiation
time of the vortex. By changing the position of the wavemaker,
waves could be generated that impinge on the vortex from either
direction. The cases where the waves impinged on the vortex in
such a way that the surface velocity induced by the vortex (left to
right as in Fig. 1) was opposite to that at the crests of the wave
motion are herein referred to as unfavorable waves. The cases
where the waves impinged on the vortex from the other side, such
that the surface velocity induced by the vortex and motion at the
crests of the waves were in the same direction, are referred to as
favorable waves. Taking the phase velocity of the incoming waves
as positive, the surface current velocity U produced by the vortex
is positive in the favorable and negative in the unfavorable case.
Finally, before each run, it was ensured that approximately 10 min
or more had elapsed since the previous run so that the fluid in the
tunnel was motionless before the hydrofoil motion was initiated.

The last aspect of this particular experiment that should be
mentioned is the level of free-surface contamination. Before each
run, the water surface in the test area was vacuumed, over several
minutes, to remove impurities. However, due to the fact that tap
water was used in the tunnel and other possible factors, the water
surface could not be brought to what would be considered a clean
state. Observations showed that some surface contamination was
present during the runs. This was evident from the formation of a
Reynolds ridge within the field of view to the left of the vortex
during the cases where just the vortex was observed to interact at
the surface without the presence of the waves. The Reynolds ridge
was formed due to the strong surface current from the vortex,
cleaning the water surface and forming a line of demarcation be-
tween the clean and contaminated regions. The ridge was not no-
ticeable though during the cases with surface waves present in the
flow field. This is a sign that the waves sufficiently disturbed the
surface to prevent the localized buildup of surface contaminants to
form the ridge, and also pointed to the fact that the surface con-
tamination was kept to a low level. Even though surface contami-
nation was a factor in the experiment, the results still focus on the
observed differences between the cases with and without water
waves with the same surface conditions. In addition, runs were
obtained showing the waves propagating through the test area
without the presence of the vortex, showing that the wave energy,
over the wavelengths measured, was not significantly damped by
the presence of surfactants.

4 Results

Figure 2 shows a characteristic sequence of shadowgraph im-
ages for the case of the weak vortex interacting at a calm free
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t*=9.04 t*=9.91
Fig. 2 Characteristic time sequence of shadowgraph images
for the weak vortex interacting with a calm surface

surface. Time #*=0 is considered in all images to be the moment
when the hydrofoil was put into motion to generate the vortex,
and all subsequent times are nondimensionalized by the corre-
sponding velocity and vortex radius for the weak or strong case,
respectively. The surface deformation induced by the vortex is
visible as an elongated shadow at early times. For the weak case,
by r*=8.5, instabilities have set in and the process of vortex dis-
connection (Rood 1995) is evident, where segments of vorticity
break off the primary vortex and vertically merge with the surface.
In the later slides, regions of vorticity terminating normal to the
surface are visible as circular shadows. Figure 3 shows a similar
series of images for the strong vortex. Note that the entire se-
quence of events in Fig. 3 occurs at significantly earlier times than
that in Fig. 2; therefore, this implies that the stronger vortex in-
teracts earlier with the surface. Also in Fig. 3 at the two earliest
times, one can see evidence of streamwise vortex structures.
These are most likely due to the formation process of the vortex,
with vorticity trailing behind the vortex as the hydrofoil is brought
to the end of its motion. These striations are only visualized at the
free surface for the higher Re vortex case. In the case of the strong
vortex, evidence of vortex instability is also seen in the surface
striations across the vortex core. One could possibly consider this
to be an instability mechanism similar to that observed by Leweke
and Williamson [20].

Figures 4 and 5 show the shadowgraph images for the case of
the weak vortex interacting with the unfavorable and favorable

t*=15.50

t*=6.18

Fig. 3 Characteristic time sequence of shadowgraph images
for the strong vortex interacting with a calm surface
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<4—————— unfavorable waves

t*=8.01

t*=9.04

Fig. 4 Characteristic time sequence of shadowgraph images
for a weak vortex interacting with unfavorable waves of 4.3 cm
and less in wavelength

waves, respectively. The plunger used for these cases (Figs. 4 and
7) generated a wave packet of measurable waves ranging in a
wavelength from 2 c¢cm to 4.3 cm in addition to the larger than
view wave of approximately 30 cm wavelength. In the case of the
favorable waves, the interaction time of the vortex with the free
surface was longer, and the vortex also moved to the right of the
imaging area to a greater degree. This prompted additional image
sequences of the characteristic flow fields to be obtained by mov-
ing the area imaged in the test section approximately 7 in. to the
right. The experiment was repeated with the new viewing area to
confirm the result. Both of these cases showed an apparent wid-
ening of the area over which the vortex interacted with the surface
in the presence of waves. One difference between the favorable
and unfavorable wave cases is that the surface deformations asso-
ciated with the vortex, which appear as rough light and dark areas
in the shadowgraph images, appear earlier and are more pro-
nounced in the presence of unfavorable waves, and are weaker in
the presence of favorable waves during the initial stages of inter-
action, when compared to the case of no surface waves. However,
although the initial surface deformations were weaker in the fa-

——— favorable waves

t*=9.091

normal vorticity

t*=11.44 t¥=14.16 t*=179

Fig. 5 Characteristic time sequence of shadowgraph images
for a weak vortex interacting with favorable waves of 4.3 cm
and less in wavelength. Note that at =11.44 the field of view in
the test area was moved to the right with respect to the previ-
ous images. At t:=17.9, note the dark circle that is a represen-
tative of the connection of a strong vortex filament to the free
surface.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



unfavorable waves

. bright line

Fig. 6 Characteristic time sequence of shadowgraph images
for a strong vortex interacting with unfavorable waves of
4.3 cm and less in wavelength. Note that at t=17.56, the field
of view in the test area was moved to the right with respect to
the previous images.

vorable case, it appears that at late times a significant portion of
the vorticity has been reoriented to the vertical direction as evi-
denced by the large whirl, or normal vortex connection, observed
to persist at r*=17.9. Another difference between the favorable
and unfavorable cases can be seen in the behavior of the waves.
Note that the favorable waves have already passed over the vortex
by r*=8.5 while unfavorable waves appear to be blocked by the
vortex and there is no evidence of them on the downstream (left)
side.

Figures 6 and 7 show comparable cases for the strong vortex,
resulting in similar observations as previously discussed but for a
larger scale vortex flow field. These figures highlight the influence
that vortex intensity has on the surface deformation and the time
scale of the interaction. For both favorable and unfavorable
waves, the stronger vortex is more unstable and shows increased
evidence of surface-normal vorticity. Note in the unfavorable case
the bright line on the right side of the vortex indicating large
convex surface deformations where the impinging waves appear

—————— favorable waves

t*=8.80

t*=10.57

Fig. 7 Characteristic time sequence of shadowgraph images
for a strong vortex interacting with favorable waves of 4.3 cm
and less in wavelength. Note that at t=17.56, the field of view
in the test area was moved to the right with respect to the pre-
vious images.
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<4——————— unfavorable waves

th =

‘n

36 t*=35.

o

63 t*=6.18

Fig. 8 Characteristic time sequence of shadowgraph images
for a strong vortex interacting with unfavorable waves of
2.0 cm wavelength

to be absorbed (between t*=3.44 and 3.98). This bright line
(pointed out in Fig. 6) is visible in the other figures showing
unfavorable wave cases and appears to be characteristic of the
case that the waves propagate in the direction opposite to the
vortex-induced surface velocity. Also, the overall disturbance of
the free surface persists longer for the strong vortex and vortex
reconnection at the surface is evident at later times for both the
favorable and unfavorable wave cases.

In order to avoid the presence of the 30 cm wave evident in the
above cases, the runs were repeated with a smaller plunger angle
to produce smaller wavelength waves. This resulted in wavetrains
where only 2.0 cm wavelength waves were observed. Results
were similar to the above cases but with less of an overall impact
on the vortex flow field. These characteristics, along with some
exceptions, are evidenced by the cases shown in Figs 8 and 10.
Figure 8 shows the unfavorable waves impinging on a strong vor-
tex (note, however, that the waves actually impinge on the vortex
flow some time between r*=3.44 and t*=4.12 and are not visible
in the slides). The results show the strong vortex to be less dis-
turbed by the waves than in the previous cases, and to resemble
more the calm case as in Fig. 3. However, one can still observe the
bright line on the right side of the vortex, indicating the result of
waves impinging on the vortex flow. Figure 9 shows the case of
favorable waves interacting with a weak vortex. One notes, in
particular, the reduced interaction of the vortex at the free surface
in the initial stages of the flow field along with what appears to be
a greater coherency of the vortex core. However, in the later
stages of the flow field, a significant portion of the vortex (as the
ring diameter is comparable in size to the width of the vortex as it
approaches the surface in the earlier frames) has been vertically
reoriented. It appears that the ends of the vortex filament have
connected to the free surface to form a half-ring. The last overall
characteristic observed is the earlier and more significant interac-
tion of the weak vortex for the unfavorable waves (shown in Fig.
10), as compared to a delayed interaction of the weak vortex with
smaller surface deformations for the favorable waves (Fig. 9).

5 Conclusions

The interaction of a surface-parallel vortex with a free surface
is significantly altered by the presence of surface waves and dra-
matic differences were observed between the favorable and unfa-
vorable wave cases. These differences in the effects of the waves
were most apparent for the weaker vortex. In the case of the
unfavorable waves, the entire interaction between vortex and free
surface initially displayed larger deformations, which then de-
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—— favorable waves

t*=13.65 t*=14.16 t*=14.85
halfring
t*=16.90 t*=17.90 t¥=19.28

Fig. 9 Characteristic time sequence of shadowgraph images
for a weak vortex interacting with favorable waves of 2.0 cm
wavelength. Note that at +:=14.16, the field of view in the test
area was moved to the right with respect to the previous image.

cayed faster than for either the initially calm surface or the favor-
able waves. The surface deformations were more intense and be-
gan to significantly appear earlier, the vortex then appeared to
break up and form surface-normal vortices, and finally the surface
structures disappeared much earlier. In the case of favorable
waves, on the other hand, the entire vortex/free-surface interaction
took place on a much longer time scale than for the initially calm
surface. The vortex could not be seen to deform the surface in the
favorable wave case long after the structures had begun to appear
in the other two cases, and when surface deformations did appear
they were weaker. However, in the later stages of the interaction,
large surface-normal vortices appeared and persisted to the end of
the image sequences. For the strong vortex, the surface deforma-
tions appeared earlier, were generally more intense, and the dif-
ference in time scale of the vortex/free-surface interaction for the
three cases (favorable, unfavorable, and no waves) was less obvi-
ous. However, it was still apparent that the surface deformations
were significantly weaker for favorable waves and dominated by
surface-normal vortices at later times.

Another important difference between the favorable and unfa-
vorable cases can be seen in the behavior of the waves. For the

<«—————— unfavorable waves

t*=8.70

t*=1144

Fig. 10 Characteristic time sequence of shadowgraph images
for a weak vortex interacting with unfavorable waves of 2.0 cm
wavelength
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favorable waves the surface current U>0 has the same direction
as the wave propagation and the waves appear to be easily con-
vected over the vortex. The unfavorable waves meet an adverse
current U<<0 and appear to be blocked by the vortex. However,
based on the wave group velocities and vortex current velocities
given in Sec. 2, the wave blockage condition (5) cannot be satis-
fied. This remains the case even when surface curvature is taken
into account in the reduced effective gravity (4). The blocking of
waves in this study appears to be a different effect perhaps better
described as wave absorption. This effect appears to be more pro-
nounced in the presence of the greater surface deformation in-
duced by the strong vortex and may be associated with the down-
ward convection of wave energy.

The fact that the vortex-induced surface deformations were
relatively strong and appeared early in the case of unfavorable
waves suggests that the absorption of wave energy has a destabi-
lizing effect on the vortex. Sarpkaya [8] described, how the
surface-parallel vortex undergoes centrifugal instability with
patches of helical vorticity spiraling out from its edges and nor-
mally attaching in isolated patches to the free surface, ultimately
leading to the dissolution of the vortex. Evidently, the straining
action of the waves as they are convected downward and absorbed
by the vortex accelerates this process.

In the case of favorable waves, on the other hand, the waves
pass right over the vortex without being absorbed and the interac-
tion of the vortex with the free surface is delayed even compared
to the case of no surface waves. The passage of surface waves
over the vortex causes it to remain deeper below the surface for a
longer period of time. The study of Fish [13] provides a possible
mechanism for this phenomenon. He observed that in his experi-
ment the upstream vortex encounters unfavorable waves and re-
mains at the surface, while the same wave train is favorable with
respect to the downstream vortex and causes it to rebound from
the surface and move to a deeper level. Fish [13] attributed this
effect to the drift current produced by the surface waves. Mea-
surements of the mean flow in Fish [13] showed a profile indica-
tive of Stokes drift, where the streamwise velocity increased with
vertical coordinate until very near the surface and then the mean
velocity rapidly reduced to zero in a thin shear layer. According to
Fish [13], the thin shear layer at the surface is caused by the
combined action of surface tension gradient and viscous forces.
The placement of the vortices in the favorable and unfavorable
cases can then be understood in terms of the tendency of a vortex,
demonstrated in previous simulations [21,22] to be sustained in a
shear layer of same signed vorticity and to rapidly decay in a
shear layer of opposite signed vorticity. Favorable waves produce
a Stokes layer with vorticity of the same sign as the vortex, sus-
taining it below the surface.

This observation also appears to be consistent with the interme-
diate Froude number case numerically studied by Ohring and Lugt
[23]. They observed that secondary vorticity can cause a rebound-
ing of the vortex from the free surface. In the experiment herein
described though, vorticity is introduced by the presence of the
waves. However, the role of the Stokes layer could not be con-
firmed by the present study.

The observation of persistent surface-normal vortices at late
times in the favorable wave cases suggests that the two ends of the
initial vortex may bend around forming a half-ring with two
patches of vertical vorticity that join the surface. Figure 9 clearly
shows a pair of surface-normal vorticity patches suggestive of a
half-ring, while in other favorable wave cases only a single patch
remains in the field of view. Further studies using other methods
such as particle image velocimetry are needed to confirm the ex-
istence of the half-ring vortex.

The role of surface waves as an instability on the vortex flow
was particularly pronounced in the cases where the larger 30 cm
wave was present. The stress field induced by this larger wave
appeared to cause a greater disruption to the vortex core.

Overall, the experiment showed significant interactions be-
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tween a surface-parallel vortex and impinging surface waves with
wavelengths of similar magnitude to the vortex diameter. The vor-
tex can absorb wave energy carried by the orbital motion of the
fluid particles. In addition, the fluctuation of the flow field induced
by the wave acts as an instability mechanism on the vortex and
causes enhanced reorientation of the vortex filaments in the flow
field to the surface-normal direction.
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A Moving Boundary Analysis for
Start-Up Performance of a
Nuclear Steam Generator

Thermohydraulic phenomena of a steam-water natural-circulation (SWNC) system are
very complicated, particularly, during its start-up and shutdown. Its performance
strongly depends on the circulation inside it. Accurate quantification of the flow, void
fraction, two-phase level, boiling boundary, etc., is difficult at both steady state and
transient states like load variation, start-up, and shutdown. Attempts have been made to
develop a high-fidelity thermohydraulic model (five-equation scheme) that caters to non-
homogeneous and thermal nonequilibrium flow to derive the dynamic effect of heating
rate on the performance of the SWNC loop of steam generator of an Indian nuclear
reactor during steaming-up period. The proposed work also attempts to predict boiling
height, flow reversal, and density-wave oscillation (DWO). The boiling channel of the
SWNC loop is modeled based on the moving boundary analysis using finite volume
method. In this moving boundary problem, both control volumes of single-phase zone and
two-phase zone change with time. Numerical results have been presented in this paper:
The results indicate that both circulation flow variation and two-phase level variation in
steam drum have strong dependency on void fraction in the boiling channel. Flow-
reversal phenomenon is identified during the initial stage of boiling. Two-phase swelling
and collapse that occur during the start-up are predicted. Above a critical heating rate,

S. Paruya

Department of Chemical Engineering,
Haldia Institute of Technology,

Haldia 721 657, India

e-mail: swapanparuya@rediffmail.com

P. Bhattacharya
Department of Chemical Engineering,
Jadavpur University,

Kolkata 700 032, India

e-mail: pinaki_che@yahoo.com

DWO has been observed. All these phenomena have been explained.
[DOL: 10.1115/1.2911684]

Keywords: two-phase natural circulation, moving boundary analysis, finite volume
method, start-up simulation

Introduction

Simulation of steam generator (SG) unit in a power plant with
respect to different process parameters, viz., pressure, steam drum
(SD) level, steam generation rate, void fraction, boiling height,
and circulation flow rate R of liquid water, has been mandatory
from the safety point of view for any fossil or nuclear power plant
(NPP). For power plant simulation, thermohydraulic models for
boiling steam-water mixture flow have been referred in literatures
[1-3], which include formulations based on homogeneous equilib-
rium model (HEM), drift-flux model, and two-fluid model. Poon
[4] studied the transient response of a natural-circulation boiler
perturbed by a sudden drop of boiler pressure and used lumped-
parameter approach to develop linearized model of a SG in
Laplace domain. The response equations developed by Poon were
verified using the data of laboratory-scale boiler experiment. He
came to an important conclusion that the circulation velocity
greatly reduces and becomes reverse due to the formation of
steam in the downcomer. Recently, Paruya et al. [5,6] presented a
rigorous model of SG of an Indian nuclear reactor (Kaiga-1). The
unique feature of the model is that it can simulate the transient
behavior of natural circulation during reactor trip; feeder pipe
break and SG tube leakage based on HEM and quasisteady boiling
boundary model.

A few improved equations for a natural-circulation steam-water
loop have also been reported [7—10]. Paniagua et al. [7] developed
a TWOPHASE computer code for thermal hydraulics to simulate the
geysering instability during the start-up of a natural-circulation
system from subcooled conditions and to assess the impact of the
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system pressure and channel inlet subcooling on the inception of
the instability. For theoretical formulation of nonhomogeneous
and thermal nonequilibrium two-phase flow, they considered four-
equation scheme (vapor mass balance, liquid mass balance, mix-
ture momentum balance, and mixture energy balance) and drift-
flux model. During the start-up of a natural-circulation loop,
Manera [8] also experimentally observed flashing-induced flow
oscillations and formulated the problem using a different four-
equation scheme (vapor mass balance, mixture mass balance, mix-
ture momentum balance, and mixture energy balance) and drift-
flux model. They identified the flashing phenomenon based on the
experience of the steep rise of void fraction in adiabatic riser, and
concluded that it was the result of enthalpy transportations. Fu-
ruya et al. [9] experimentally studied flashing-induced instability
on a natural-circulation boiling water reactor (SIRIUS-N) at pres-
sures of 0.1-0.5 MPa. The time period of oscillations was corre-
lated with the transit time of the fluid required for traveling adia-
batic riser (RI). They found that the period is approximately 1.5—
2.0 times of the transit time regardless of the system pressure, heat
flux, and inlet subcooling. Li et al. [10] developed a computer
program based on a HEM of a two-phase flow to study the
start-up performance of a fossil boiler while they carried out the
fixed-boundary analysis by using finite difference method (FDM).
Frepoli et al. [11] solved the moving thermal quench front and
forth in the core cooling during the blowdown phase of large
loss-of-coolant accidents (LOCAs) using FVM implemented in a
thermal-hydraulic code COBRA-TF/FHMG, which demonstrates in-
creased accuracy over FDMs. Moving boundary models of the
SWNC loop have also been formulated by various investigators
[12-14] by using four-equation scheme and simplified boiling
boundary models (assumption of saturated condition at the boiling
boundary), and subsequently deriving the solutions of the whole
set of model equations through the use of FDM. Chang et al. [12]
developed a one-dimensional moving-nodal model to analyze the

MAY 2008, Vol. 130 / 051303-1

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



chaotic instabilities in the natural-circulation boiling water reac-
tors (BWR) loop at constant pressures using HEM formulation
and assumption of saturation condition at the boiling boundary.
van Bragt et al. [13] formulated a moving-nodal model of a two-
phase flow by using HEM for predicting flashing-induced density
instability of a natural-circulation BWRs at low pressures assum-
ing an equilibrium condition at the boiling boundary (liquid at-
tains a saturation temperature). Lee et al. [14] also developed a
nonlinear model for a double-channel two-phase natural-
circulation loop on the basis of HEM and used a Galerkin nodal
approximation method for the moving-nodal analysis to determine
the stability boundary.

The above literature survey suggests that an appreciable extent
of the moving boundary analysis of the SWNC loop has been
carried out in simplistic forms to predict the start-up phenomena
of the loop using HEM, four-equation scheme with drift-flux
model (for nonhomogeneous and thermal nonequilibrium flow),
and FDM for the solution of model equations. With the four-
equation scheme, one has to assume the vapor temperature or
liquid temperature at the state of saturation to incorporate the
effect of thermal nonequilibrium between the phases. In the
present work, attempts have been made to simulate the thermohy-
draulic phenomena such as flow reversal and DWO during the
start-up of the SWNC loop of a SG of an Indian NPP by carrying
out the moving boundary analysis using a more realistic thermo-
hydraulic model that involves a five-equation scheme along with
the drift-flux model. The study also considers a more realistic
boiling boundary model. The essential feature of the proposed
model is that assuming the vapor temperature or liquid tempera-
ture at the state of saturation is not required. Computation of both
vapor temperature and liquid temperature in the five-equation
scheme has been carried out by considering two energy equations.
The proposed moving boundary analysis has been carried out with
the help of FVM, instead of FDM, since the former technique was
observed to be more befitting in the present case [15]. Subse-
quently, Gear’s method for stiff ordinary differential equations
(ODEs) was followed. In addition, the model for the boiling
boundary has been developed incorporating the effect of thermal
nonequilibrium at the boiling boundary to eliminate the assump-
tion of saturated condition at the boundary. The phenomena pre-
dicted by the present model have been validated by the experi-
mental observations available in literatures. The present
investigation is the modification of the previous work [6] in which
HEM formulation and simplified boiling boundary model have
been considered.

System Model Equations

Conservation Equations. Basic mathematical formulations of
a two-phase flow dynamics based on conservation equations
called field equations are well described by Wallis [16] and Ishii
[17]. More complicated formulations are also found in literatures
[1,2,18,19]. Eulerian-Eulerian approach of Ishii [17] has been
adopted in the present study to discretize partial differential equa-
tions (PDEs) obtained during the formulation of the problem. Ac-
cording to this approach, both liquid phase and vapor phase sepa-
rately behave as a continuous phase. The continuity (local one or
instantaneous one) formulation of a quantity being conserved is
usually made through space or time averaging of the quantity.
This leads to the equations for a two-phase flow in terms of space
averaged or time averaged or both the averaged flow variables. A
five-equation model involving conservation equations of mass,
momentum, and energy of mixture, mass conservation equation of
vapor, and energy conservation equation of liquid is presented
below with the following simplifying assumptions: (1) The flow is
one dimensional, (2) an average of products is approximated by
the product of averages over cross section, (3) dry-out conditions
are not considered, (4) heat and momentum conduction in phases
and viscous dissipation are neglected, (5) evaluation of thermo-
physical properties is based on a uniform pressure throughout the
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Fig. 1 Schematic of the SWNC loop

cross section, and (6) bubbles are spherical and its diameter re-
mains unchanged during the start-up period. In addition, one may
note that the energy balance in the present case considers only the
thermal energy equation, which can be obtained by subtracting the
equation of kinetic energy from the total energy equation consist-
ing of internal energy and kinetic energy. This was elegantly dis-
cussed by Bird et al. [20]. Contribution of potential energy and
kinetic energy has been neglected because part of interests of the
present investigation is only on heat transfer phenomenon and
their magnitudes are insignificantly low compared to internal
energy.

The SWNC loop is described in Fig. 1. The integral forms of
conservation equations for the boiling channel (BC) consisting of
heated section (HS) and RI are presented below with reference to
Fig. 2.

In mixture mass balance,

Lj(?
f EW—®m+w@ﬁ+J

A A

L 4
&_z[(l —a)pp;+ apgv,]dz=0

(1)
In vapor mass balance,
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In mixture momentum balance,
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Fig. 2 Schematic of BC
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6 is the angle between axes of the flow channel and the horizontal
plane. Its value is 90 deg for the vertical flow channel (as used in
the present application). Apy is the total frictional pressure loss
per unit length of the flow channel.

In mixture energy balance,
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In liquid energy balance,
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Qy; is the net heat transfer to liquid phase, contributed by the wall
heat transfer to the liquid phase and bubble condensation. Q; is the
net heat transfer to the 2— ¢ mixture consisting of heat transfer
due to boiling, bubble condensation, and convective heat transfer
to the 1-¢ liquid. L; is shown in Fig. 2 where jth node is imme-
diately after the 1—¢ zone. \ is the boiling height. In the steam-
water system, I, is the net vapor generation rate that accounts for
boiling (I'y,;;) and condensation (I',,4), and it is calculated by

Ty =Thoii = Teona (6)

It is important to mention that for RI, Egs. (1)—(6) are subjected to
the limits of integration from z=L;; t0 z=Lj 441

Total Frictional Loss. The total frictional pressure loss Apy
over a certain length of the flow channel (say, L;~L,_, in Fig. 2) is
given by Eq. (7). Subscript m is for the mixture. G is the mass
velocity and Dy, is the hydraulic diameter. 2k is the sum of the
loss factor for piping, valves, and fittings.

APsz( D : +Ek> 2p

As shown in Eq. (7), the first term within brackets takes care of
wall friction calculated using Fanning’s equation [21] and f is the
Fanning friction factor while the second term is for form friction.
2 — ¢ friction factor (f,,) is the product of 1— ¢ friction factor (f;)
and two-phase multiplier (¢2L0) where f; is calculated using G;
equal to G,,. The phenomenal correlation for q’)zLo was first pro-
posed by Lockhart and Martinelli [22] for isothermal and sepa-
rated flow based on the following considerations: (1) The indi-
vidual phases are assumed to separately flow in a flow channel
with insignificant phase interactions and flow regimes are classi-
fied based on viscous (v) and turbulent (¢) flows of phases (v-v,

™)

h
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v-t, t-v, and t-1) and (2) frictional pressure drops in individual
phases are the same irrespective of flow regimes, neglecting the
contributions of gravitation and acceleration. Collier [23] dis-
cussed the limitations of the correlation in detail. The correlation
limits its uses in flow channels of a large flow area and vertical
orientation and in high-pressure applications. Another important
correlation ¢2L0 presented below was given by Becker et al. [24],
which has been extensively used for steam-water flow in a tube.
The essential feature of the correlation is that it takes less compu-
tational effort to calculate ¢2Lo.

X 0.96
¢2L0=1.48623><108<[—)) +1 (8)

p in Eq. (8) is the system pressure in N/m? and x is the steam
quality of the steam-water flow. Equation (8) has been used in the
present study. Paniagua et al. [7] validated their simulation results
of the start-up transients of a SWNC loop by using Eq. (8).

Moving Boundary Analysis of Boiling Channel. The BC of
the SWNC loop is modeled based on the moving boundary analy-
sis by using finite volume method. In this moving boundary prob-
lem, both control volumes of 1-¢ zone and 2—¢ zone change
with time. Accurate simulation of the problem requires sound
mathematical techniques for solving relevant model equations.
Solutions of moving boundary problems are generally found by
moving-grid methods (MGMs) and fixed-grid methods (FGMs).
Fixed numbers of computation grids are chosen in both methods.
Li et al. [25] outlined the advantages and the disadvantages of
each method. FGMs such as front-tracking methods [26,27], vol-
ume of fluid [28,29], and level-set method [30,31] enable one to
work out the problems of surface-tracking, volume-tracking, ac-
curate simulation of very complex interface. In contrast to FGMs,
MGMs employ the algorithm of automatic grid refinements (grid
redistributions) and offers power tool for relatively accurate treat-
ment of boundary conditions at moving interface. One specific
advantage of MGMs over FGMs is that the moving boundary
(physical coordinates) coincides with numerical grids (computa-
tion coordinates), leading to more accurate prediction of very
complex interface motion compared to that using FGMs. With
mesh redistribution and transformation of computation coordi-
nates to physical coordinates, MGMs allow more grids to be con-
centrated in the region of singularities [32]. Thus, they have been
found to be very useful for the problems with localized dynamic
singularities.

FGMs rely on logical coordinates spread over space, by which
interface needs to be explicitly traced. Unlike MGMs, they get rid
of rigorous computations of mesh redistribution, coordinate trans-
formation, and grid generation at each time step [33]. Thus, they
find efficient uses in real-time computations. Exploitation of suf-
ficient computing time is not desired in a real-time LOCA simu-
lation in which both time-step size and number of computational
grids are required to be optimized to achieve acceptable accuracy
and run the simulator in real time [5].

Determination of Mixture Volumetric Flux (J,,). Integrating
both vapor mass and liquid continuity equations from z=N\ to z
=L (arbitrarily chosen) using Leibnitz’s integral formula, one ob-
tains the following equation for volumetric flux J:

_7 0P
Jm(L) - Jm()\) p[(L) + (D (9)

where
(L) = J(L) +J (L) (10)

In Eq. (10), J; and J, are volumetric fluxes of liquid phase and
vapor phase, respectively. By mathematical manipulation, ® is
found to substantially depend on I',, velocity of boiling boundary
d\/dt, density change (if phase change takes place), and void
propagation velocity. For single phase liquid, J; is expressed as
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Table 1 Ishii correlations for C, and V;

Flow regime Vi
Bubbly flow —(go(p—p)\*
(0< @<0.25) \;2(# (1—a)17s 1.2-0.2 Ps (1=¢"'8)
Py Pi
Slug flow galp—p,) 14
0.35(% 12-024/ %
P P
Churn flow _ga(p=p)\"* ]
vz(u) 12-024/ 2
Py b
piN)
J(L) =1 (N (11)
pL)

Drift-Flux Model and Computation of Mixture Mass Flux (G,,).
Drift flux represents the volumetric flux of a component relative to
a surface moving at the average velocity. Zuber—Findlay’s drift-
flux formulation [34] gives the following expressions of J; and J,:

(=1 =a)vp=1-aC){/,) - aVy, (12)

<Jg> = <a><vg> = aC()<‘,m> + avg] (130)
In Egs. (12) and (13a)-(13c), () is the area average of a quantity

and it is defined by
1
=— A)dA
) Af f v(A4)
A

Cy is the void-distribution coefficient and V,; is the drift velocity.
V,; is defined as

(13b)

V== (13¢)

Correlations for V,; and C given by Ishii [3] have been used in
the present work and the same are presented in Table 1 for various
flow regimes. One may express G,,(L) in the following form by
combining Egs. (10), (12), and (13a)—(13c¢):

G,,(L) = By(L)J,,(L) + B,(L) (14)

In Eq. (14), B, is defined by p,—aCy(p;—p,) and B, by —aV,;

(pi—py)- The expressions of By(L) and B,(L) may be obtained by

comparing Eq. (14) and the combined form of Egs. (12) and
(13a)-(13¢c). Now, Eq. (15) is obtained from Egs. (9) and (14).

GulN) —Bz(x)}pl(x)

Bi(N) piL)

G,(L)=B,(L) + { B,(L) + ®B,(L)

(15)

Calculation of Circulation Flow Rate. As SG under investiga-
tion is natural circulating type, the flow is density driven. It de-
pends on the difference between the density at the exit of the
downcomer and that at the exit of RI. It is convenient to calculate
the circulation flow rate R (the liquid flow rate at the station a in
Fig. 3) by using loop momentum balance equation derived in the
following manner [5]. Now, one may obtain Eq. (16) for a flow in
a closed loop by using Eq. (3) in various pressure nodes in the
loop.

Z + Z ([G Vg + lel]j out [G Ug + GIUI]] m)

E (4f]LJ +k )|ij‘ij
2mehj

The simphﬁed forms of Eq. (16) are given below, which calculate
the total loop momentum (M) of the fluid.

(16)
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am
—TI-_0 (17)
dt
dM; dG,,L;
— = — 18
dt E dt (18)

J
() accounts for the friction pressure drop, gravity force, and inertia

force. R is computed by using the value of M determined from
Eq. (17).

Boiling Height (N\) Computation. The 1-¢ liquid height above
which the liquid starts to boil is known as the boiling height.
Complexities lie in determining A because of its moving nature. A
changes during the start-up of a SWNC loop because of the
change of R, enthalpy at the inlet of BC, system pressure, and heat
input. A quasisteady state is assumed at the inlet boundary and the
outlet boundary of the 1-¢ zone. Based on FVM, the integral form
of the resulting equation obtained by coupling 1-¢ liquid energy
balance equation and 1-¢ continuity equation is given below.

f)\z(t) th f)\z(r) ahd J\}\Z(r) .
—dz+ v;_—dadzi= q,4z
a9 NI AL
q,, is the volumetric heat transfer rate to the 1-¢ liquid zone and
it is in W/kg. Now, 1-¢ zone is divided into N number of com-
putational grids shown in Fig. 4. 1-¢ liquid energy balance has
been formulated based on the following assumptions: (1) The flow
is incompressible and one dimensional, (2) viscous dissipation is
negligible, (3) energy transfer due to molecular transport (conduc-
tion) is very small compared to that due to bulk flow, (4) energy
involved due to pressure variation with time and, space is negli-
gible, and (5) potential energy and Kinetic energy are neglected.
Assumptions (1) and (4) limit their validity in high-pressure and
high-temperature applications. Equation (19) is integrated using
Leibnitz’s integral rule from n=1 to 2 (Fig. 4) to obtain Eq. (20)

(19)

Two-phase
zone
V4 :} o
@ =N _ )\'—\
@ Z =M
i =
e
Q
CE’, g =2 Z= )"’
& =1 2
™ Z = )\.l
n=1
z=90

Fig. 4 Computational cells in the single-phase zone
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based on the following assumptions: (1) Pressures at the inlet of
BC and ¢, are quasisteady and (2) enthalpy change is linear from
the inlet to the net vapor generation (NVG) point.

d)\n+1 - 21}[ _ qu()\rwl - )\n) _ % (20)

dt N1 = hy dt

The number of the nodes (N) in the 1-¢ liquid zone is based on
the calculation of the critical frequency, which is defined as the
ratio of v, at the BC inlet to A(0) [35]. Instead of assuming satu-
ration enthalpy of liquid at the NVG point, liquid enthalpy at the
point () is computed from the phenomenological correlation of
Saha and Zuber [36]. Paruya et al. [15] presented detailed deriva-
tion and dynamics of boiling boundary by introducing the concept
of thermal nonequilibrium. For n=1 to N nodes in single phase, N
numbers of ODEs obtained using Eq. (20) have been simulta-
neously solved by using implicit Euler’s method [15].

Void Fraction («) Calculation. Given the value of I, J,, in the,
2-¢ region of BC can be readily obtained using Eq. (9). U, can
then be evaluated using Eqgs. (13a)—(13¢). Finally, the result of
integration of Eq. (2) computes « assuming « equal to zero at the
NVG point.

Pressure Calculation. The local pressure at which nucleation
occurs in BC is computed by solving mixture energy balance (Eq.

(4)).

Modeling of Steam Drum Level. Dynamics of nonisothermal
volume-type components such as nonisothermal constant stirred
tank reactor (CSTR), nonisothermal mixing tank, nonisothermal
separator, etc., are analyzed by overall mass balance (or compo-
nent mass balance for multicomponent mixture) and overall ther-
mal energy balance. The present model was formulated for water-
level dynamics for drum-type boiler where steam bubbles rise
through water with the help of the overall mass balance and over-
all energy balance along with drift-flux correlations. Kim et al.
[37] showed that incorporation of the drift-flux model predicted
properly the dynamics of level variation for the steam drum into
which steam-water mixture enters at the bottom and rise of
bubbles through water takes place. Bell and Astrom [38] studied
the nonlinear dynamics of steam drum of natural-circulation boiler
by solving nonlinear mass and energy balance equations. The
steam-water separator drum under investigation is presented in
Fig. 4(a). The bubble rise through water, as it happens in the
present SD, is taken care of during modeling the drum by using
the drift-flux model of Ishii [3]. In addition, the thermal capaci-
tance of the drum-wall material was taken care of for more real-
istic simulation.

In the steam-water separator drum presented in Fig. 5, a satu-
rated steam phase exists above the water level, and water and
steam bubbles below the level. The internal separation device of
efficiency of 7 (0< < 1) is shown in Fig. 5. If 7 is 1, the whole
steam from RI goes to the upper part, which is intended for other
applications. If 7=0, the whole steam flows into the water phase.
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So, one may consider three control volumes: steam phase above
the water level, water phase, and steam phase below the level. The
following material balance equations (Egs. (21)—(23)) and overall
internal energy balance equation (Eq. (24)) may be given by as-
suming no auxiliary flow. For material balance, two control vol-
umes were considered inside the drum (one above the water level
and another below the level), while for energy balance, one con-
trol volume for the whole volume of the drum was considered.
Based on the schematic of the SD (Fig. 6), the following model
equations for the SD are presented.

In steam-phase mass balance above the water level,

d(p aD)

VT dt Wg int W Wg out

In steam-phase mass balance below the water level,
d(pga[))
dt
In water-phase mass balance below the water level,

dlp(1 - aj, - ap)]
VT—
dt

In overall enthalpy energy balance equation,

1)

VT (1 - 77) g.in Wg,i - Wc (22)

= Wl,in + Wc - Wl,oul (23)

1 dpi(1 = a = a5+ py (i + ap)h,]
T
dt

h h dp Ty (o4
= Wl,in lin — Wl,oul Lout + VT dt - mwcw dt ( )
In Egs. (21)—(24), @}, and a7, are steam volume fractions below
the water level X and above, respectively. V is the total volume of
the drum. W,;;, and W, are water mass flow rates to the drum
and from the drum, respectively, and W,;, and W, are steam
mass flow rates to the drum and from the drum, respectively. W,
is the steam rising rate through the interface. h;;, and h; o, are
water enthalpies at the drum inlet and at the drum outlet, respec-
tively, and /,;, and h, o, are steam enthalpies at the drum inlet
and at the drum outlet, respectively. C,, is the thermal capacitance
of the drum-wall material, 7,, is the drum-wall temperature, and
m,, is the mass of the drum material.

Calculation of a requires the drift-flux relation given by Eqgs.
(13a)—(13c). From Egs. (13a)-(13c) one obtains

J,
vgzzzz Voi+ Colyy=Vyj+ ColJ+ 1) (25)
So, one obtains from the above equation,
ap(V,:+ CyJ,
Jy= 2pVy+ Col) (26)
1 - CoaD

In the steam flow rate across W,

o.i» the level interface is given by
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dx
Wei=Aipe Je=— 27)
The condensation rate W, is given by
1 dh dh, dp dT,,
W= h_fg{ Oq)Vr/JgEg +p[Ve(l- au)]; Vi - meW;}
(28a)

where the total volume fraction of the steam with respect to the
total volume drum ¢ is given by

(28b)

Simultaneous solution of Egs. (21), (22), and (24) gives p, ap.
The overall mass balance equation and overall internal energy
balance equation are the ODEs of stiff nature. The stiff nature is
due to the nonlinear variation of saturation properties (p,h) of
water and steam with pressure or temperature. For solving those
stiff equations, multistep Gear’s method [39] was found to be
more suitable than the implicit Runge—Kutta method because of
the provision in the former method for calculating step size based
on the criteria that compromise between stability and
convergence.

Now, the water-level (surface) movement is computed based on
the water-volume balance as presented below:

ap = ap+ ap,

d_}( — Wl,in + Wg,in _ Wl,oul _ 7]Wg,in _ m',_z (29)
' dt pl,in pg,in pl,out pg,in pg

Solution Scheme

The solution schemes of field equations for a two-phase flow
are well addressed in literatures [40-42] in which implicit and
semi-implicit schemes using FDM have been detailed. In the
present work of the moving boundary analysis, and FVM scheme
followed by multistep Gear’s method for stifft ODEs has been
proposed. Multistep Gear’s method has been outlined in the Ap-
pendix.

Overall Solution Scheme. For the overall solution scheme for
a large set of model equations, modular approach has been
adopted. The sequential steps are presented below, showing the
computational algorithm in new time step.

(I) Given boundary conditions (heat flux) and given initial
conditions computed at previous time step.

(2) Calculation of heated-wall temperature, boiling heat flux,
and convective heat flux to single phase.

(3) Solution of boiling boundary model in BC using Eq. (20).

(4) Calculation of T',,.

(5) Solution of model equations (equations of mass, momen-
tum, and energy) of BC for (J,,,p,h;,h,,a) for two-phase
flow and for (v;,p,h;) for single-phase liquid flow. Single-
phase zone and two-phase zone are separately solved by
using and implicit scheme of Gear’s method. The stiff ODE
set is obtained for a computation grid by integrating finite-
volume forms of conservation equations using Leibnitz’s
rule. For a two-phase flow, Egs. (1)—(5) have been simulta-
neously solved.

(6) Solution of model equations (equations of single-phase lig-
uid mass, momentum, and energy) of downcomer for
(v p ).

(7) Solution of loop momentum balance equations (Egs. (17)
and (18)) for R.

(8) Calculation of local mass flow rate and velocities of phases
using Egs. (12), (13a)—(13¢), and (15).

(9) Solution of model equations (Egs. (21), (22), and (24)) for
the SD for (p, ap) by Gear’s method.

051303-6 / Vol. 130, MAY 2008
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Results and Discussion

Description of Nuclear Steam Generator Loop. In the
Kaiga-1 preheat SG whose schematic is presented in Fig. 7 and its
simplified scheme shown in Fig. 1, pressurized heavy water flows
through the U-tube heat exchanger of the primary side and gives
up its heat to the light water, which flows over the tubes in the
shell side. The two legs of the U-tube bundle are known as hot leg
and cold leg, the former being the leg in which the primary fluid
is at a relatively higher temperature than that of the fluid in the
latter. Demineralized feed water (approximately 90% of total feed
water flow) is preheated in the heat exchanger or preheater located
at the bottom of the cold-leg side of the tubes. In the preheater
section, the feed water flow is equally split into two parts. One
part flows upward and the other part downward. This lower part of
the flow then mixes with the recirculating water from the down-
comer and the resulting mixture enters the lower riser (LRI) sec-
tion (the main boiling section of the SG). The upward portion of
the flow from the preheater gets mixed with all the fluid coming
from the LRI of the SG and enters the upper riser (URI). Maxi-
mum heat transfer from the tube side to the shell side takes place
in this URI and a steam-water mixture with high void fraction
exits from the top of the URI. The saturated water from the SD is
recirculated through the downcomer after mixing with about 10%
feed water (auxiliary feed) and reheated drain flow in the upper
downcomer region. It is required to mention that HS of this SG
consists of LRI and a part of URI, which add to get a height of
U-tube. The rest of URI was treated as adiabatic section.

Simulation Results. Given the system configuration (Fig. 1 and
Table 2) and initial conditions (Table 3), the SG of an Indian NPP
(Kaiga-1) was allowed to be steaming up from the ambient tem-
perature of 25°C and pressure of 6.0 bars. Total mass inventory in
the SG was kept unchanged. One may note that no feed water was
allowed to flow into SG because the present work caters to only
initial phase of the start-up of SG and no strategy for drum-level
control was adopted. The present investigation reports the open-
loop response of SG subjected to heating-power ramp. The power
factor is ramped up at the rate of 0.1% /s. HS was assumed to
uniformly receive the heat at periphery, and the total amount of
heat received by the section linearly changes with axial length
exposed to the heating medium. The computed results are shown
in Figs. 5-11 from the instant just before the inception of vapor.
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Table 2 Geometrical configuration of SG loop

SI. No. Ttem Dimension
1 SD length 4.585 m
2 SD diameter 24 m
3 Total length of RI 12.11 m
and HS

4 Diameter of RI 1.343 m
and HS

5 Down comer 12,11 m
length

6 Down comer 0.8320 m
diameter

Figure 8 shows variation of SG pressure in terms of SD pres-
sure. The rate of pressurization depends on the heating rate in this
study. However, numerical experiment shows that the stability of
the system improves at high pressures. The variation of the 2-¢
level in SD is presented in Fig. 9. Given the constant inventory in
SG, SD level variation indicates 2-¢ swelling (volume expansion
due to bubble nucleation) and collapse (condensation of steam
bubbles due to subcooled water) in BC of the SG loop and it is
consistent with the progressive change of « (Fig. 11). The phe-
nomena of two-phase swelling and collapse were experimentally
observed by Poon [4], maintaining constant total mass inventory
of the loop. Poon also measured the degree of swelling or collapse
by SD level indication in real-time operation. The variation of net
steam generation rate (NSGR) presented in Fig. 10 reflects that
the steam generation rate remains approximately unchanged be-

400.0

350.0

300.0 /

250.0
200.0

150.0 /
100.0 /

50.0 T .

0 20 40 60
Time (s)

Level (cm)

Fig. 9 Variation of the steam drum level

tween 21 s and 32 s, and beyond 32 s, it rises again. This is ex-
plained by the fact that high R during the period (Fig. 13) causes
the liquid temperature to drop (bubble condensation enhanced)
despite the increased heat input and so a in BC decreases. Fur-
thermore, R diminishes because of the void dependency of the
driving force due to density difference. The liquid temperature
again starts to rise when the flow goes down below a certain value
and NSGR again increases.

The variation of « in the channel is shown in Fig. 11. Increase
or decrease in « explains the reason of 2-¢ swelling or collapse.
The swelling effect allows the 2-¢ level in SD to rise and the
bubble-collapse causes the decrease in the level. It is important to
note in Fig. 11 that at 23.5 s, « starts to decrease after reaching a
high value of 0.676. Decrease in « is due to the temperature drop
of fluid caused by high circulation flow. Figure 12 shows the
variation of boiling height, and this variation starts at 2.2 s after
the start of the simulation. At this instant of time, a boiling phe-
nomenon starts. The starting value of the boiling height (3.04 m)
was calculated by using Eq. (20) in the steady-state form, which
has been obtained by equating the time-derivative term to zero.
With this starting value, computation of the boiling height by
using dynamic model (Eq. (20)) was carried out. The figure also
indicates that the variation is mostly due to the hydrodynamic
effect although both hydrodynamic effect and thermal effect are
present. The change is consistent with the variation of circulation
flow, which is presented in Fig. 13. However, the boiling bound-
ary is about to disappear after 49.5 s because of inappreciable
subcooling effect at the inlet of BC. It is worthwhile to mention

6.0

Table 3 Initial conditions and other parameters
S1. No. Item Values
1 Initial pressure 6.0 bars
2 Initial temperature 25°C
3 Initial SD level 0.64 m
4 Time step 10 ms
5 Power (100%) 183.0 MW
6 Pressure at 100% power 41.0 bars
7 Feed water flow rate at 92.35 kg/s
100% power
8 Feed water temperature at 148.0°C
100% power
9 Recirculation ratio at 3.6
100% power
10 Power factor ramp-up rate 1073/s
11 Bubble diameter 107 m
8.0
7.6 r
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Fig. 8 Variation of the steam drum pressure Fig. 10 Variation of the net steam generation rate
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that after 49.5 s, the boiling height becomes negligibly small (of
the order of 15—-25 mm as the numerical results were examined)
for which it is not reflected in the plot (Fig. 12). Due to low
subcooling, bubbles rigorously form in BC increasing buoyancy
force and circulation flow rate steeply increases after 49.5 s (Fig.
13).

In Fig. 13, the circulation flow (flow rate at station a in Fig. 3)
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Fig. 12 Variation of boiling height
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Fig. 13 Variation of circulation flow rate in the SWNC loop
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Fig. 14 Channel inlet mass flow rate at 3 atm, 6 kW, and 60°C
inlet subcooling [7]

starts to decrease at the time of bubble inception in BC due to
increased frictional pressure drop of the 2-¢ mixture flow com-
pared to that of the 1-¢ flow when the driving force for circulation
has not increased enough initially. At a particular instant, the cir-
culation flow becomes reverse, which is an unsafe operation re-
gion experimentally observed by Poon [4]. Walter and Linzer
[43,44] also identified flow-reversal phenomenon during the
start-up of a natural-circulation boiler as a result of uneven distri-
bution of heat in BCs. Paniagua et al. [7] observed the flow-
reversal phenomenon during the start-up of a laboratory-scale
single-loop natural-circulation system at various operating pres-
sures (3 atm and 5 atm) based on the computation with TWOPHASE
code developed by them. As a result of the computation, Figs. 14
and 15 are presented, which show time-dependent variation of the
inlet flow rate to the heated channel (these flows are from the
downcomer). Each of the variations indicates the reverse flow as
the bubbles incept in BC. In the figures, it is also important to note
that given the condition of a heating rate of 6 kW and an inlet
subcooling of 60°C, the extent of the flow reversal decreases with
pressure. This is due to the fact that the difference between liquid
density and vapor density significantly varies with pressure. Influ-
ence of buoyancy force, therefore, reduces with pressure. So, one
may clearly conclude that the stability nature of the natural-
circulation loop improves with an increase in operating pressure.
The limitations of the theoretical investigation carried out by Pa-
niagua et al. [7] are that they assumed the vapor temperature at the
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Fig. 15 Channel inlet mass flow rate at 5 atm, 6 kW, and 60°C
inlet subcooling [7]
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state of saturation (a four-equation scheme was used) and adopted
fixed-boundary method that uses FDM for the solution of model
equations.

In the present study, the flow-reversal phenomenon is observed
to be an overall result of thermal-hydraulic effects as experienced
in the SWNC loop. The unique modeling features as adopted in
the present study and the subsequent solutions of PDEs using
FVM can clearly describe the flow reversal observed experimen-
tally and theoretically. This evidently indicates the usefulness of
the proposed model equations. It is also observed that as SG gets
pressurized, flow-reversal phenomenon dies out. So, the present
study evidently establishes the fact that the system stability im-
proves with the progress of pressurization and confirms the obser-
vations of Paniagua et al.. It is also important to note in Fig. 13
that after 6.1 s, R starts to increase due to increased buoyancy
force (as the void fraction rapidly increases). When R reaches a
high value of 512.6 kg/s, frictional pressure drop becomes domi-
nant over the pressure drop due to gravity (buoyancy force) and R
starts to decrease at 23.5 s. As mentioned earlier, at the same
instant of 6.1 s, a also reaches a high value and starts to decrease
at 23.5 s. It, therefore, can be mentioned that time-dependent
variations of « and R take place without time delay and they are
strongly coupled.

At a 50% steady power level (critical heating rate), DWO (in
terms of a-variation in RI) is found to originate and presented in
Fig. 16. Increased heating rate has led to such kind of oscillations
even enough pressurization of SG has been achieved. This indi-
cates that the system stability is sensitive to the heating rate too.
Regarding the identification of DWO, literature reviews suggest
that there are three kinds of DWOs: flashing-induced DWO
[8,9,13,45], Type-I DWO, and Type-II [46,47]. Flashing types
take place at low pressures and are induced by increased vapor
generation as a result of change of saturation enthalpy of liquid
with pressure (which is particularly experienced in an RI in which
the hydrostatic head reduces as the fluid flows upward). Type-I
DWO occurs at low flow qualities, in which gravitational pressure
drop becomes dominant. Type-II DWO takes place at high flow
qualities, in which frictional pressure drop becomes dominant. So,
the observed DWO in the present investigation falls within the
familiar group of Type-I DWO. Simulation results at the critical
heating rate also indicate that the flow quality is not so significant
to cause Type-II DWO to induce and more importantly, the system
pressure is fairly large enough to restrict flashing-induced DWO
to occur. The observed DWO are also self-sustained due to the
thermohydraulic feedbacks and are of high frequency. In addition,
some secondary oscillations are also observed, which are not nec-
essarily periodic.

Conclusions

The proposed study reveals that the start-up operation of
SWNC loop progresses through various instability phenomena

Journal of Fluids Engineering

like flow reversal and DWO as a result of impressing power ramp.
As bubbles incept in BC, the flow reversal occurs but it cannot
persist due to the SG pressurization, indicating the improvement
of system stability with pressure. At a critical heating rate of 50%
of steady power level, DWO is observed. So, the study shows that
the stability of SWNC loop is influenced by pressure and heating
rate. In addition to that, the developed model is capable of pre-
dicting two-phase swelling and collapse for a given inventory.
Variation of the 2-¢ level is consistent with progressive variation
of void fraction. Both circulation flow variation and 2-¢ level
variation are found to have strong functionality of « in the BC. It
is also important to mention that nonhomogeneous and nonequi-
librium model gives better predictions of the phenomena that oc-
cur during the start-up operation of the loop, which were not
considered in the previous study carried out by the authors [6]
using HEM and simplified quasisteady model for boiling bound-
ary which could not explain density-wave instabilities. It is, how-
ever, felt that there is enough scope for improving the model
equations so that they can explain geysering phenomenon. Al-
though the study reveals the possibility of Type-I DWOs, experi-
mental investigation on the characterization of the density-wave
instabilities obtained is still required to determine numerical un-
certainties of the present model.
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Nomenclature

A = area of cross section, m>

Cy = void-distribution parameter, dimensionless
C = thermal capacitance, J/kg K

D = diameter of the flow channel, m
f = Fanning’s friction factor, dimensionless
F = vector of functions defined in Eq. (A2)
G = mass flux, kg/m’s
g = acceleration due to gravity, 9.81 m/s>
h = enthalpy, J/kg
I = identity matrix

hy, = latent heat of vaporization, J/kg
J = volumetric flux, m3/m?s

(dF/dY) = Jacobian matrix

k = loss coefficient, dimensionless

L; = length as shown in Fig. 2, m

m,, = metal mass of steam drum, kg

M = momentum, kg m/m? s

N = number of computation cells in single-phase

liquid zone, dimensionless
p = pressure, N/m?
Apre = total frictional pressure drop, N/m?
Aper = total frictional pressure drop per unit length,
N/m?

Q = heat transfer rate, W/m?>
g = heat transfer rate, W/kg

q" = heat flux (W/m?)

R = circulation flow rate, kg/s
T = temperature, K
t = time, s
V = volume, m?

V,; = drift velocity, m/s
v = phase velocity, m/s

W = mass flow rate, kg/s
x = flow quality, dimensionless

Y = vector of variables to be solved
y = = variables to be solved
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z = axial length, m
Greek
a = void fraction, dimensionless
n = separation efficiency, dimensionless
[, = net vapor generation rate, kg/m?> s
Tpoii = vapor generation rate due to boiling, kg/m?s
Teona = vapor condensation rate, kg/m? s
p = density, kg/m?
N = boiling height, m; eigenvalue
X = water level in steam drum, m
¢2L0 = two-phase multiplier, dimensionless
A = differential
Subscripts
D = drum
[ = liquid
g = vapor
h = hydraulic
i = interface
Jj = pressure node/computation node
k = iteration counter, integers
m = mixture
n = node no.
T = total
N = boiling boundary
w = wall
in = inlet/inflow
out = outlet/outflow
Superscripts
+ = above water level
— = below water level
Abbreviations
DWO = density-wave oscillation
SWNC = steam-water natural circulation
FVM = finite volume method
Appendix

Multistep Gear’s method. It is supposed that the following stiff
ODE set is to be integrated using implicit Euler scheme. Gear [39]
outlined the following method to solve the system.

dy,
—= s Al
dt HLy2) (Ala)
dy
~ =) (Alb)
t
iderine Y=["'] _[1]
Now considering Y=L} 1and F=L} |, the above ODE set may be
reduced to -
dyY
—= A2
” (A2)
The backward difference formula of dY/dt is given by
dy Y. -Y
<_> _ Ykn1 = Y (A3)
dt ) i At
dy
Yk+1 =Yk+At<_) =Yk+AtFk+l (A4)
dt /41
Linearizing F, one obtains
JF
Fio=F+|—=| Y 1-Y A5
k+1 k (ﬂY)k( k+1 k) ( )

(%)k in Eq. (A5) is the Jacobian matrix and defined as follows:

051303-10 / Vol. 130, MAY 2008

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

(),
<£> | N \dya/y
A7) &
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Now, substituting the linearized form of F;,; in Eq. (A5) and
doing mathematical manipulation further, one solves

JF
Yk|:I—At(_) ] +AtFk
Y k

I- At( E)

Y /)y
I is the identity matrix. Equation (A7) clearly indicates that if
At— o, Y .1 —0, and the scheme is absolutely stable for linear
system. Selection of integration interval (A¢) is also a crucial as
the numerical error of solution with respect to the exact solution,
and the solution stability is concerned. If N’s are the eigenvalues
of (F/dY),, [1-A]"' are the eigenvalues of [I
—AH(JF/3Y), ]! and |[1-A\]"!| is less than unity. Equation (A7)
clearly indicates that if Ar— o, Y;,;—0, and the scheme is ab-
solutely stable for linear or linearized systems at the cost of low-
order accuracy. Gear [39] also determined the criterion for time-
step size for desired accuracy and stability based on which the
step size for future time can be predicted.

(A6)

Y= (A7)
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Design and Validation of a
Scale-Adaptive Filtering
Technique for LRN Turbulence
Modeling of Unsteady Flow

An adaptive low-pass filtering procedure for the modeled turbulent length and time scales
is derived and applied to Wilcox’ original low reynolds number k-w turbulence model. It
is shown that the method is suitable for complex industrial unsteady flows in cases where
full large eddy simulations (LESs) are unfeasible. During the simulation, the modeled
length and time scales are compared to what can potentially be resolved by the compu-
tational grid and time step. If the modeled scales are larger than the resolvable scales,
the resolvable scales will replace the modeled scales in the formulation of the eddy
viscosity. The filtered k-w model is implemented in an in-house computational fluid dy-
namics (CFD) code, and numerical simulations have been made of strongly swirling flow
through a sudden expansion. The new model surpasses the original model in predicting
unsteady effects and producing accurate time-averaged results. It is shown to be superior
to the wall-adpating local eddy-viscosity (WALE) model on the computational grids con-
sidered here, since the turbulence may not be sufficiently resolved for an accurate LES.
Because of the adaptive formulation, the filtered k-w model has the potential to be
successfully used in any engineering case where an LES is unfeasible and a Reynolds
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(ensemble) averaged Navier—Stokes simulation is insufficient.
[DOL: 10.1115/1.2911685]

1 Introduction

The standard two-equation eddy viscosity turbulence models
are designed to predict the influence of all turbulent scales. In
doing this, they have a strong damping influence on any resolved
turbulence or unsteady structures in the flow field. This is desire-
able in steady calculations, in which the influence of any unsteadi-
ness on the mean flow field must, by definition, be modeled. How-
ever, when unsteady information about the flow field is necessary,
the turbulence model must be able to distinguish between resolv-
able and nonresolvable scales. In this paper, it will be shown that
this ability can be achieved by applying a low-pass filter to the
modeled turbulent length and time scales.

There are many interesting strategies for unsteady turbulence
modeling. Spalart [1] gave an overview and discussion about the
advantages and limitations of many of these. As the Reynolds
numbers of most engineering flows are usually very large, large
eddy simulation (LES) is very seldom an option for a full scale
industrial simulation. On the other hand, traditional statistical tur-
bulence models developed for the Reynolds (ensemble) averaged
Navier—Stokes (RANS) equations do not distinguish between un-
steadiness and turbulence. This problem partly arises from the fact
that most industrial closure models for the RANS equations are
tuned for steady flow, in which the model must predict the influ-
ence of all turbulent time scales and, subsequently, all turbulent
length scales. In a time-resolved computation, there is a potential
in resolving large turbulent time scales. In addition, the grid is
usually capable of resolving the largest turbulent length scales, at
least outside boundary layers. In a numerical simulation of an
unsteady internal (wall-bounded) flow, in which the boundary
layer is not fully resolved, models that are tuned to steady flow
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usually behave very well in the near-wall region. Statistical turbu-
lence models are generally quite accurate in their prediction of
wall shear stress. However, there is also a conceptual aspect of the
aforementioned problem with statistical turbulence models. In
general, there is no way to mathematically distinguish unsteadi-
ness from turbulence. Although the uniqueness of a solution to the
three-dimensional Navier—Stokes equations has yet to be math-
ematically proven [2], it is generally accepted to believe that the
solution is completely determined by the initial and boundary con-
ditions. If this is the case, there are no such things as randomness
or independent events in the flow. The lack of coherence we ob-
serve in a turbulent flow field only gives us a hint of our limited
perception. Hence, the concept of ensemble averaging is question-
able in unsteady computational fluid dynamics (CFD), simply be-
cause one expects to get the same solution repeatedly if one uses
the same boundary conditions and the same computer. The en-
semble average of an infinite number of direct numerical simula-
tions would thus still be an unsteady and turbulent flow field. The
filtering approach of LES is physically more appealing, compared
to the concept of ensemble averaging. The limitations of LES are
related to a large extent to the simple turbulence models that are
used. These models are calibrated to give accurate results if most
energy-containing eddies are resolved everywhere, which means
that the computational grid has to be extremely fine near walls.
Usually, they do not provide any information about how turbu-
lence is convected through the domain. This information is as-
sumed to be carried by the resolved flow field.

There is obviously a need for a turbulence model that can dis-
tinguish between what can be resolved and what is not, at the
same time as it produces an accurate estimate of the wall shear
stress. One method to accomplish this is to introduce a filtering
procedure that limits the influence of the statistical turbulence
model on the unsteady mean flow field. This is sometimes called
very large eddy simulation (VLES) and may be viewed as a com-
bination of the LES and RANS approaches to turbulence model-
ing. Other common acronyms for the combination of LES and

MAY 2008, Vol. 130 / 051401-1

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



RANS methods are detached eddy simulation (DES), limited nu-
merical scales (LNSs), extra large eddy simulation (XLES), flow
simulation methodology (FSM), or simply hybrid LES-RANS. In
a full LES, the Navier—Stokes equations are filtered in space in
order to avoid the need of computing the smallest turbulent scales.
The equations are usually averaged (filtered) over the control vol-
umes of the grid, and the unresolved scales are regarded as sub-
grid turbulence. In contrast to LES, where the mean length scales
of all unresolved turbulence are assumed proportional to the local
grid spacing, VLES is usually based on statistical turbulence mod-
els where the turbulent length scale is calculated and will depend
on the flow field. Consequently, the filtering procedure can be
formulated in a more dynamic and general way compared to the
static spatial filtering of a LES. It can be activated locally in the
space-time domain depending on the ratio between an estimation
of the resolved turbulent length scales and the magnitude of the
modeled turbulent length scales. There are many ways of formu-
lating this dynamical filter. Speziale [3,4] and Fasel et al. [5]
arbitrarily defined an exponential filter function, f(A,L,)=(1
—exp(BA/L,)", that depends on a predefined length scale, A (pre-
sumably proportional to the local grid spacing), and a modeled
turbulent length scale, L,, where subscript ¢ denotes turbulence.
The exponential function will allow a smooth transition between
the RANS and LES modes of the simulation. The function is
multiplied to the modeled Reynolds stress tensor before solving
the averaged momentum equations in order to limit the effect of
the turbulence model on the mean flow field in regions where
parts of the tensor can be resolved. As noted by Fasel et al. [5],
other forms of the filter function that are more universally appli-
cable may be defined. Another approach to filtering is to limit the
length scales in the transport equations for turbulent quantities, as
done by Spalart et al. [6], Menter et al. [7,8], Kok et al. [9], and
Menter and Egerov [10]. Spalart et al. [6] defined a maximum

length scale, L=min{L,,;, CpesAl, to be used in the denominator
of the destruction term of the Spalart—Allmaras transport equation
for eddy viscosity. In this formulation, L is the normal distance
to the wall and A is again proportional to the local grid spacing.
Cpgs 18 a model coefficient that must be calibrated. When L,
< CpgsA, the simulation will run in RANS mode. Away from
walls, the destruction term in the equation for the eddy viscosity
will be significantly larger than in the original formulation, and
the simulation will be forced to run in a LES mode. This approach
is aptly called DES. Menter et al. [8] used a similar filtering pro-
cedure for the shear stress transport (SST) turbulence model.
However, as the SST model, is a two-equation model from which
a modeled turbulent length scale can be obtained, the filter is
formulated in a more dynamic way by comparing the modeled
scales of the simulation to the predefined length scale, A. This
approach is taken a step further by Menter et al. [7] and Menter
and Egerov [10], where instead the von Karman length scale is
computed from the resolved velocity field and replaces the pre-
defined length scale. In the latter case, all information from both
the resolved and unresolved turbulent length scales is obtained
from either the resolved velocity field or the turbulence model.
Another interesting hybrid LES-RANS method was recently pro-
posed by Templeton et al. [11], in which precomputed lookup
tables for the RANS eddy viscosity are used to define wall func-
tions for coarse grid LES. The eddy viscosity that is active in the
solution of the LES equations in the near-wall region is here taken
as the difference between the RANS eddy viscosity and an aver-
aged resolved eddy viscosity. However, because the resolved eddy
viscosity must be averaged, the method is not entirely straightfor-
ward if the flow lacks homogeneous directions.

The filtering approach in this work may in some sense be con-
sidered converse to the filtering approach that is used in LES.
Instead of solving the filtered equations to avoid the computation
of the small scales, the modeled length and time scales are filtered
in order to supress their negative influence on unsteady flow field.
This approach was initially developed by Willems [12] and is
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similar to the approach of Speziale [3,4] and Fasel et al. [5],
because the filter is applied directly to the Reynolds stress tensor
and the turbulence model is left unchanged. However, in this
work, the functional form of the filter is derived from the relation
between filtered and nonfiltered turbulent length and time scales.
The modeled length and time scales are being compared to what
can potentially be resolved by the computational grid and time
step. If the modeled scales are larger than the resolvable scales,
the resolvable scales will replace the modeled scales in the formu-
lation of the eddy viscosity. To distinguish between large- and
small-scale turbulences, the upper limit of the length scales of
nonresolved turbulence is made proportional to the local grid
spacing or the product of the local velocity magnitude and the
time step of the simulation. The latter constraint will only be
active for large Courant, Friedrich, and Levy (CFL) numbers.
There is no lower limit because the mean nonresolved turbulent
length scale may be much smaller than the local grid spacing,
especially close to walls. This will allow a much coarser grid
resolution than in LES. The filter will allow large-scale unsteady
structures in the flow, and the model will still produce a wall shear
stress comparable to what is produced by a standard RANS
model. In this work, the filtering technique is applied to the Wil-
cox’ [13] k-w model, and the results are validated with experimen-
tal data (Dellenback et al. [14]) and compared to LES.

2 Filtered Navier—Stokes Equations

There are various filtering approaches for unsteady CFD. They
all give rise to new unknowns in the Navier—Stokes equations that
must be modeled. The main issue in eddy viscosity models is to
determine which length and time scales should be used. It is im-
portant to realize that the local value of modeled scales is the local
mean value of all nonresolved turbulent scales, and the distribu-
tion and magnitude of the eddy viscosity are the only parameters
that separate a LES from an unsteady RANS simulation. The local
mean value may be defined either as an ensemble average
(RANS) or a local volume average (LES). The governing equa-
tions will nevertheless be identical in their form. However, for
conceptual reasons (see Sec. 1), the local volume average is pref-
erable. John [2] made a review of several volume-averaging (fil-
tering) techniques of the Navier—Stokes equations, including esti-
mates of the errors that are associated with the new formulation.
The volume-averaged Navier—Stokes equations can be expressed
as

1
doil; + ;05i1; = — =3, + v;dil; — IR.; (1)
p

where i; is the resolved (volume-averaged) velocity vector and p
is_the resolved pressure. The Reynolds stress tensor, R =—i;ii;
+uuj, can be expanded into

—— = = = T
= WLy + Wl + M|+ U]+ ug U (2)

Rij =
where Reynolds decomposition, u;=i;+u;, has been used. Here,
u; is the exact solution and u; denotes a fluctuation from the
resolved velocity vector. The turbulence model that will replace
the Reynolds stress tensor, "Rij, in a numerical simulation must
predict a nonresolved turbulent length scale, €,, that is smaller or
equal to the averaging length scale, or filter width, A;, which is
usually chosen to be proportional to the local grid spacing. Zero-
and one-equation subgrid models always use a length scale, €,
that is proportional to the local grid spacing. However, the length
scale, €,, of the unknown, ul' (x,1), does not generally correspond
to the length scales of the grid. In near-wall regions, €,<A, unless
the local grid spacing is extremely fine, i.e., near the resolution
required for a direct numerical simulation (DNS). Obviously,
there is a need for a closure model that can predict length scales
that are smaller than the grid spacing, if necessary.
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3 Turbulence Modeling

The k-w model of Wilcox [13], with the addition of the realiz-
ability constraint derived by Durbin [15], has been used as the
basic turbulence model in this work. The main advantage of this
model over, e.g., k-& models, is that it can be integrated all the
way to the wall without damping or correction functions. The
model is a two-equation eddy viscosity model, and it is coupled to
the averaged Navier—Stokes equations by the Boussinesq assump-
tion,

- Ry=2vS; - 3k&; 3)
where S;;=(9,U;+3;U;)/2 and k=uju]/2 is the turbulent kinetic
energy. The Boussinesq assumption introduces the concept of a
turbulent eddy viscosity, v,. It suggests that the influence of tur-
bulence on the mean flow is dominated by a mixing process. The
eddy viscosity has the same dimension as the kinematic viscosity
of the fluid and is assumed to be proportional to a function of the
local turbulent length and time scales, i.e.,

v, ~ LYT, 4)

The turbulent length and time scales are unknown local prop-
erties of the turbulent flow and must be modeled. If transport
equations for, e.g., the modeled turbulent kinetic energy, k, and
dissipation rate, &, or specific dissipation rate, w, are solved, a
measure of the turbulent length and time scales can be obtained
from these variables by dimensional analysis, see Sec. 3.1.

3.1 Consistent Derivation of the Filter Function. The filter-
ing approach of Willems [12] has earlier been successfully em-
ployed by Helmrich et al. [16] and Ruprecht et al. [17]. This filter
is applied to the turbulence model in order to allow the existence
of resolvable turbulent scales in the solution of the flow field.
Willems derived the form of the filter function from the two-point
correlation tensor and applied it to the k-& model. In the present
paper, the same form of the filter function is derived by simple
dimensional analysis. It is also shown that the novel generaliza-
tion of the approach to other eddy viscosity models than the k-¢
model requires that the filter is applied to the turbulent length and
time scales and not only to the turbulent kinetic energy, as in
Willems’ work.

The local turbulent length and time scales may be obtained
from a dimensional analysis of k and w. It follows that

L~k"w (5)

T,~ 1w (6)

The filter width, A, is the upper limit of the modeled turbulent
length scale. This corresponds exactly to the lower limit of the
resolved turbulent length scale and will in this work be a function
of time step ot and local cell volume A. Hence, the largest length
scale that needs to be a part of the eddy viscosity formulation is

€,=min{L, A} (7)
where
A= amax{[U|&,A"3} (8)

Coefficient a> 1 takes into account the need for a limited number
of cells to actually resolve a turbulent structure. In the study by
Gyllenram and Nilsson [18], a value of @=3 was necessary to
obtain accurate results. The product [U|ét, in Eq. (8), is a measure
of the shortest distance, over which a fluid particle can be traced
in an unsteady computation, for which reason the computational
time step may also set a lower limit to the resolved length scale.
This temporal constraint is especially important in complex geom-
etries, as discusseed by Batten et al. [19], who also noted that a
steady RANS calculation would correspond to an infinite time
step, for which €,=L,, always. The upper limit on the modeled
length and time scales can also be defined in terms of the filtered
(nonresolved) variables, i.e.,
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€~ k"6 )

t~ 1o

(10)
The specific dissipation rate, w, is related to the dissipation rate, ¢,

by the relation

&€

= o
where 8%*=0.09. The filtered specific dissipation rate can be writ-
ten as

(11)

&
Bk
The dissipation rate, €, is never resolved in anything cheaper than

a DNS, because it takes action at the Kolmogorov scale, the very
smallest turbulent length scale. Hence,

(12)

W=

g=¢ (13)
and it follows from Egs. (11)—(13), that
k
o= (14)
k

It is straightforward to show that Egs. (5), (9), and (14) yield an
expression for the filtered turbulent kinetic energy according to

k=g(€,L)k (15)

where the equality follows from the assumption that the constants
of proportionality in Egs. (5) and (9) are equal. The filter function,
g({,,L,), is defined as

g= (/L) (16)
in which €, is computed from Eq. (7) and the modeled turbulent
length scale, L,, is taken as L,=\k/(B*w). In regions where tur-
bulence cannot be resolved, i.e., where L, <A in Eq. (7), the filter
function, Eq. (16), is unity and k=kin Eq. (15). However, there is
no need to compute the filtered turbulent variables explicitly. A

filtered eddy viscosity can be constructed directly from the non-
resolvable turbulent length and time scales, i.e.,

P, ~ €11, (17)
It follows from Egs. (9), (10), (14), and (15) that
. k
V= gz_ (18)
)

where the equality must hold in order to recover the original (non-
filtered) eddy viscosity formulation, v,=k/ w, in regions where the
filter is inactive. Note that the only modification to the original
eddy viscosity formulation is the factor g, i.e., the square of the
filter function. The filter function can be derived and applied using
any two-equation turbulence model. It will always obtain the same
functional form as in Eq. (16) and it will always end up as squared
when used in the formulation of the eddy viscosity.

There will obviously be an explicit grid dependence in the eddy
viscosity formulation, Eq. (18), when A,<L, in Eq. (7). However,
the derivative of g2 with respect to the filter width,

Ae?)  4[ AN\
ﬁ — _(_I> (19)
aAy 3\L,
will vanish in the fine grid limit, Af—> 0, because
(o2
A9 (20)
6Af Af_)o

This shows that the eddy viscosity asymptotically approaches a
constant in the fine grid limit, as long as the model equations for
k and & do not explicitly depend on the local grid spacing them-
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Fig. 1 Geometry of the test case. The inlet swirl is clockwise
in the z direction.

selves. Actually, as the eddy viscosity is limited by the filter, there
will also be less production of modeled turbulent kinetic energy, &,
and specific dissipation rate, w. This is natural, because the re-
solved turbulent kinetic energy and specific dissipation should in-
crease. The importance of the novel approach of applying the filter
to the length and time scales of the eddy viscosity formulation
instead of only to the turbulent kinetic energy, as in the work of
Willems [12], is now obvious. If the filter was applied only to the
turbulent kinetic energy, the square of the filter function g(¢,,L,)
in Eq. (18) would vanish and the filter would not have the proper
behavior in the fine grid limit according to Eq. (20).

3.1.1 Near-Wall Asymptotics. There could be an obvious risk
in applying a filter width that is too small in boundary layers
because, if A;<L, in Eq. (7), the eddy viscosity can be written as

b= BA7 (B wk) (21)

This expression does not have the proper asymptotical behavior in
the near-wall limit unless the grid is abnormally stretched. In the
limit n— 0, where 7 is the wall-normal coordinate, ¥,~ n!'3, while
a proper functional behavior of the eddy viscosity would be v,
~n?, at least in a time-averaged sense [20]. However, the purpose
of the filtering approach is to avoid the need of an extremely fine
near-wall resolution and, indeed, the wall boundary condition for
the turbulent kinetic energy, ky,.;=0, is expected to limit the mod-
eled turbulent length scale and thereby inactivate the filter before
the wall limit is reached. Nevertheless, too small a filter width ()
may, as shown by Gyllenram and Nilsson [18], cause the filter to
be activated all the way to the wall and the results to deteriorate.
However, on a computational grid with a wall y*~ 2, the modeled
turbulent length and time scales obtained from the k- model are
small enough to inactivate the filter near the wall using a=3 in
Eq. (8), as will be shown in Sec. 5. In other words, the filter
should not be active close to walls. Instead, the underlaying
RANS model should take care of the near-wall modeling.

4 Test Case and Computational Setup

A swirling flow through a sudden expansion has been investi-
gated, see Fig. 1. Measurements courtesy of Dellenback et al. [14]
have been used to validate the results. The swirl number, defined

as
R
f VoV.ridr
0

R
RJ Vfrdr
0

is approximately 0.6, based on the inlet radius, R=D/2. Vyand V,
denote the time-averaged tangential and axial velocities, respec-
tively. The Reynolds number, based on the inlet diameter, D, and
bulk velocity, U,, is 30,000. The case has earlier been studied
numerically by Schliiter et al. [21] and Gyllenram et al. [22]

S= (22)
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Fig. 2 Block structure. Only 10 out of 15 blocks are shown.

4.1 Code. The cALc-PMB [23] CFD software was used to
simulate the flow. The code was developed at the Division of
Fluid Dynamics, Department of Applied Mechanics, at Chalmers
University of Technology, Goteborg, and is based on the finite
volume method. The pressure-velocity coupling is solved using
the SIMPLEC algorithm developed by Van Doormaal and Raithby
[24]. Conformal block-structured, boundary-fitted coordinates are
used, and two ghost cells are employed at the block interfaces to
enable different first- and second-order discretization schemes.
The code is parallelized by domain decomposition. Message pass-
ing interface (MPI) is used for the exchange of information be-
tween the different processes/blocks. To avoid spatial oscillations
of the pressure field over the collocated (nonstaggered) grid ar-
rangement, Rhie and Chow interpolation is applied for convec-
tions through the cell faces. For the discretized and linearized
system of equations, TDMA (also known as Thomas’ algorithm)
and biconjugated gradient solvers are implemented. For this work,
a parallelized version of TDMA was used.

4.2 Grids and Numerics. Two different block-structured
grids were used in this work. The sizes of the grids were
1,711,424 and 3,356,640 nodes. The two grids will in the follow-
ing be referred to as the coarse and fine grids, respectively. Each
grid consisted of 15 blocks. The block structure is shown in Fig. 2.
Each block of the coarse grid consisted of N; X N; X N;=44X 63
X 44 nodes except the four wall-bounded blocks of the inlet pipe
section, which sum up to 44 X 68 X 22 nodes. The corresponding
block sizes of the fine grid are 56 X 81 X 51 and 56 X 81 X 31. For
the wall-bounded blocks, N, N, and N, refer to the tangential,
axial, and radial directions, respectively. The first cell centers nor-
mal to the wall were placed at y* =2 in both grids. Consequently,
the coarse grid has larger grid stretching in the wall-normal direc-
tion, especially in the inlet pipe section and in the near-wall region
just downstream of the sudden expansion. The fine grid has an
axial resolution of Az*=~50 and a tangential resolution of Ag*
~20. The axial and tangential resolutions of the coarse grid are
zt=60 and #*=25, respectively. The approximate values are es-
timated from a snapshot of the simulation. Both grids are consid-
ered fine enough for RANS simulations. The resolution of the fine
grid is considered merely adequate for LES. All simulations were
made using a second-order central differencing scheme for the
momentum and pressure correction equations. The transport equa-
tions for k and w were discretized using the van Leer [25] scheme.
The second-order implicit Crank—Nicholson time integration
scheme was used. For time-accurate numerical results, a CFL
number of CFL<1 is preferable. With this requirement, nondi-
mensional time steps, 6t*=dt X U,/ D, of 0.0027 and 0.0036 were
sufficient for the fine and coarse grids, respectively, yielding a
maximum CFL number of approximately 0.8. Thanks to the larger
time step and the smaller grid size, a simulation on the coarse grid
is more than twice as fast as a simulation on the fine grid for a
specific simulated real-time interval. Time series of the wall pres-
sure at several locations were sampled during the simulations. The
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solutions were considered as converged when the pressure levels
were fluctuating around a steady mean value (i.e., when the flow
was fully developed) and all normalized residuals were of the
order of 1073 in each time step. The residuals of the momentum
equation were normalized by the global convection and the re-
siduals of the continuity equation were normalized by the mass
flow rate. The filtered version of the k-w model requires slightly
more CPU time than the original formulation. Nevertheless, it is
expected to be computationally cheaper than most other two-
equation models because of the simplicity of the original formu-
lation. The additional cost of computing the function g, Eq. (16),
can be compared to that of, e.g., adding a damping function to the
eddy viscosity. Furthermore, the convergence rate of the filtered
model was much better than the convergence rate of the original
model.

4.3 Boundary Conditions and Turbulence Model
Constants. Spline curves based on the measured data of Dellen-
back et al. [14] were used as the inlet boundary condition for the
mean velocities. The experimental data taken along two counter-
directed radial lines were averaged to obtain a fully symmetric
inflow condition. A boundary layer based on the log-law was
added between the (radially) outermost measuring point and the
wall. Earlier numerical investigations by Schliiter et al. [21]
showed that the resolved turbulence level of the inlet boundary
conditions has a great effect on the mean velocity profiles for low
swirl levels. However, the swirl level in the present study is high
enough for a fast transition to turbulence. Hence, to add unsteadi-
ness at the steady inlet boundary condition is superfluous. A con-
stant inlet turbulent intensity of 10% was chosen, and the inlet
boundary condition for @ was approximated by w=\k/(B*R),
where R is the radius of the inlet and a crude estimate of the
turbulent length scale. The assumption of a turbulent intensity of
10% was based on the levels of axial and tangential Reynolds
normal stresses, as measured by Dellenback et al. [14]. The tur-
bulent intensity of 10% was estimated from measurements by
Dellenback et al. The simulations using the filtered k-w model are
not expected to be sensible to the values of turbulent quantities at
the inlet boundary. If the imposed length scale is too large, the
filter will activate and automatically decrease the production of
turbulence via the eddy viscosity, according to Eq. (7). However,
this matter has not yet been studied in detail. At the outlet, a
homogeneous Neumann boundary condition was used for all vari-
ables. A no-slip condition was used for the velocity at the walls,
where the turbulent kinetic energy also vanishes. The wall bound-
ary condition for the specific dissipation was set at the first inte-
rior node as w=6v/(B*y?), see Ref. [20].

Two turbulence models have been considered, i.e., the k-w
model by Wilcox [13] and the wall-adapting local eddy-viscosity
(WALE) zero-equation subgrid model by Nicoud and Ducros [26].
The filtering technique derived in Sec. 3.1 was applied only to the
former model. A filter width of a=3 was chosen for the k-w
model, and C,,=0.5 for the WALE model.

5 Results

The purposes of the novel filtering technique are to allow large-
scale unsteady structures in the resolved flow field and to give
accurate time-averaged results on a typical RANS grid. In order to
see what results can be obtained from a LES on the same grid, a
simulation using the WALE subgrid turbulence model, derived by
Nicoud and Ducros [26], was also made. The WALE model is
known to perform very well in complex flows as long as all
energy-containing turbulent structures are sufficiently resolved. As
will be shown in Sec. 5.2, the grid resolution is, as expected, not
fine enough to actually justify the use of the WALE subgrid
model. Especially the wall-normal resolution must be higher.

The main features of the flow are visualized and discussed in
Sec. 5.1. The time-averaged results of the computations are com-
pared to experiments done by Dellenback et al. [14] in Sec. 5.2.
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Fig. 3 Snapshot of the precessing vortex core visualized by
isosurfaces of the nondimensional second invariant of the ve-
locity gradient, II:;.U,.=480 (top) and static pressure (bottom).
Both methods pret':lict the same location and shape of the vor-
tex core. The results are obtained from a simulation using the
filtered k- model on the fine grid. Only a part of the computa-
tional domain is shown. The helicoidal vortex structure is
formed immediately after the expansion and propagates up-
stream almost all the way up to the inlet. It dominates the flow
until a point approximately one and a half diameters down-
stream of where it is formed. At this point, the flow returns to a
quasisymmetric mode.

The filter function and the eddy viscosity are examined in Sec.
5.2.2, while the resolved and modeled turbulent kinetic energies
are discussed in Sec. 5.2.3. The unsteadiness of the flow is ana-
lyzed in Sec. 5.3.

5.1 Visualization of Resolved Structures. A snapshot of the
flow is presented in Fig. 3. The vortical structures are visualized
by isosurfaces of the nondimensional second invariant of the ve-
locity gradient tensor and pressure. The second invariant of the
velocity gradient tensor is normalized by the factor (R/U,)? and
will in the following be referred to as II:U.. It can be physically
interpreted as the source term for the preés{lre equation, see Ref.

[27] for further details. A local maximum of II;,k y. 18 located inside

each small volume that is bounded by an isoéu’rface, and corre-
sponds to local pressure minimum. The vortex that is defined at
the inlet breaks down near the sudden expansion. A helicoidal
vortex core is formed. The vortex core rotates around the geo-
metrical axis of symmetry with a well defined frequency. Other
counter-rotating vortex structures are formed in the near-wall re-
circulation zone just downstream of the expansion. These struc-
tures give rise to other frequencies. There is also a recirculation
zone along the axis of symmetry, i.e., the flow on the inside of the
helicoidal structure is reversed.

A comparison of the results obtained from using different grid
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Fig. 4 Isosurfaces of the normalized second invariant of the
velocity gradient tensor, If; =120, using the filtered k- model
and the WALE model. Top':'filtered k-w, coarse grid. Center:
filtered k-w, fine grid. Bottom: WALE model, fine grid. The iso-
surfaces are shaded by the static pressure. A darker shade de-
notes a lower pressure. As expected, the fine grid resolves a
larger part of very small scale turbulence. However, the stron-
gest and largest vortices are well resolved on any of these
grids. An even higher density of small-scale turbulence is ob-
tained using the WALE model.

sizes and turbulence models is presented in Fig. 4, where instan-
taneous isosurfaces of II*_ =120 are shown in Fig. 4. Large torus-

shaped vortices are formed near the sudden expansion. The main
vortex core is very well defined near the axis of symmetry in the
upstream part of the domain. The simulation using the filtered k-w
model on the fine grid resolves a larger part of the small-scale
turbulence, as compared with the result of using the same model
on the coarse grid, as expected. The WALE model is less dissipa-
tive than the filtered k- model, resulting in an even higher den-
sity of small-scale turbulence.

5.2 Velocity Profiles and Time-Averaged Results. The time-
averaged results are based on 1480 samples, which correspond to
a nondimensional sampling time of 75 =40, as there were ten time
steps between each sample. This is approximately equivalent to 20
vortex core revolutions or four mean flow residence times. The
axisymmetry of the computional domain also allows circumferen-
tial averaging, and thus the time-averaged profiles at four circum-
ferential locations were averaged once again. This yields a virtual
sampling time of tzz 160. The evolutions of the axial and tangen-
tial velocity distributions and the swirl angle (arctan(V4/V,)) near
the sudden expansion are shown in Fig. 5. The experimental data
shown are for each z/D the averages of measurements taken along
two counterdirected radial lines.

The agreement between the results obtained from using the fil-
tered k-w model and the experimental data is excellent. The
WALE model also performs quite well. The main differences in
the prediction of the axial velocity profiles are found in the most
unsteady region, where the vortex breaks down. The swirl velocity
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far downstream is overestimated by the simulation using the
WALE model. On the other hand, the grid resolution may not be
at a level that fully justifies the use of this model.

As the length scale of the local grid spacing appears explicitly
in the filter function, Eq. (16), it is expected that the instantaneous
solution is influenced by a grid refinement. However, the time-
averaged solutions should ideally not be sensitive to the grid re-
finement. Figure 5 suggests that the grid dependence seems not to
be a major issue. The results obtained when the filtered k- model
is used on the coarse grid actually agree better with experimental
data than the results obtained from using the WALE model on the
fine grid. No study of the performance of the WALE model on the
coarse grid has been carried out, simply because it is not appli-
cable. It should be borne in mind that the filtered k- simulations
on the coarse grid for a specific real-time interval are completed in
less than half of the time, as compared to the simulations on the
fine grid. The simulations using the WALE model on the fine grid
are approximately 30-50% faster than the filtered k-w approach
on the same grid, because fewer equations are being solved.

The original (nonfiltered) k- model fails to predict reasonable
results. The simulation converges to a steady flow even if an un-
steady velocity field obtained from using the filtered k- model is
used as an initial (starting) condition. Nevertheless, the axial ve-
locity profiles show good agreement with the other simulations
near the wall, and the tangential velocity profiles near the suddden
expansion, Fig. 5 (second row, to the left), show very good agree-
ment at /D >0.5. The results deteriorate closer to the centerline.
Figure 5 (second row, to the right) shows that the rate of decay of
swirl is far too high.

It can be shown that the original k- model is insensitive to
rotation, see, e.g., Ref. [20]. Furthermore, the turbulence model
tends to damp out unsteady fluctuations during the simulation. It
is clear that the filtering procedure of the turbulent length and time
scales removes these inherent shortcomings of the turbulence
model, while retaining its good near-wall characteristics.

5.2.1 Reattachment Length. The flow enters the wider pipe
section as a swirling jet. The flow separates from the wall at the
sudden expansion and a large region of entraining and recirculat-
ing flows is formed near the wall of the wider pipe section. The
mean axial flow reattaches to the wall at some distance a few
(inlet) diameters downstream of the sudden expansion. This dis-
tance is called the reattachment length.

Dellenback et al. [14] measured the reattachment length of the
flow and obtained a value of z,/h=2.5, where £ is the step size,
i.e., the difference between the outlet and inlet radii. The average
reattachment length obtained from using the filtered k- model on
the fine grid is z,/h=2.5, in full agreement with the experimental
result. A reattachment length of approximately x,/h=3.3 was ob-
tained when using the WALE model. The reattachment length
obtained when using the filtered k- model on the coarse grid is
almost 15% larger compared to the simulation on the fine grid,
ie., z,/h=2.9. The longer reattachment length is directly con-
nected to the slight overshoot of the axial velocity profile at
z/D=1 and r/D=0.5. This can probably be explained in part by
the larger grid stretching that was applied in the design of the
coarse grid. Nevertheless, as can be seen in Fig. 5, the velocity
profiles agree quite well with the experimental data.

5.2.2 Eddy Viscosity and the Filter Function. The time-
averaged square of the filter function, Eq. (16), and the filtered
eddy viscosity is shown in Fig. 6. The filter function is always
inactive near the wall region and sometimes in the strong shear
layer near the sudden expansion. In these regions, the modeled
turbulent length scales are small enough to pass through the filter.
The small turbulent length scales of the shear layer partly origi-
nate from the wall boundary layer of the upstream pipe section.
The distribution of eddy viscosity is directly influenced by the
shape of the filter function. Figure 6 (left) shows that the filter
function behaves approximately the same on both grids. The rea-
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Fig. 5 Radial distributions of averaged axial velocity (top row), tangential ve-
locity (center row), and swirl angle (bottom row) at different cross sections.
(—) Filtered k- model, fine grid. (— — -) Filtered k-» model, coarse grid. (- -)
WALE model, fine grid. (---) Standard k-w model, coarse grid. ((J) Experiment.
The scaling between the left and right columns is given by the profiles at z/D
=1. The standard k-w model fails to predict reasonable results. It converges to
a steady solution. The WALE model performs well considering the grid reso-
lution. However, the agreement between the results obtained using the filtered
k-» model and the experimental data is excellent, especially on the fine grid.

sons for this are that less turbulence is modeled on the fine grid
and that the denominator of Eq. (16) has decreased in proportion
to the nominator, i.e., the filter width. The eddy viscosity, shown
in Fig. 6 (to the right), is very dependent on the grid resolution,
however. This is actually the advantage of the present approach.
When the grid is not fine enough to resolve the turbulent struc-
tures, their effect must instead be present through the modeled
part of the turbulence. The maximum value of the nondimensional
filtered eddy viscosity that is shown in Fig. 6 (to the right) is f/;k
=v,/v=75. It is found at z/D=0.5 using the coarse grid. At that
location, the fine grid gives a maximum value of f/;k=59.

5.2.3 Turbulent Kinetic Energy. Figure 7 shows the distribu-
tions of the modeled and the (time-averaged) resolved turbulent
kinetic energy (TKE) for the two different grids at two different
cross sections, obtained with the filtered k-w model. The resolved
TKE is computed as K= ({i;i;)— U;U;)/2, where u; and U, are the
resolved (instantaneous) and time-averaged velocity vectors, re-
spectively, and ((-)) denotes time average. The weak grid depen-
dence of the resolved TKE, K, suggests that it is dominated by
large-scale fluctuations. The maximum of resolved turbulent ki-
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netic energy in Fig. 7 (to the left), at r/ D=~ 0.4, corresponds to the
location of the rotating vortex core. Further downstream, at z/D
=2, the resolved turbulent kinetic energy is quite evenly
distributed.

The grid dependence of the (nonfiltered) modeled TKE, k, is
explained by the fact that the filtered eddy viscosity is used in the
production term, Pj, in the transport equation for k, i.e., P
=29,8;;0,it;, where S;; is the strain rate tensor, see, e.g., Ref. [20].
Consequently, the finer the grid, the less turbulence will be
modeled.

The distribution of filtered modeled TKE, 12, as defined in Eq.
(15), is determined by length and time scales smaller or equal to
what can be resolved. It is the only part of the modeled turbulent
kinetic energy that is fed to the momentum equations, via the eddy
viscosity. From Fig. 7, it is clear that the filtered modeled TKE
obtained on the fine grid is approximately one order of magnitude
smaller than the resolved TKE, K. In Sec. 5.2.2, it was shown that
the filter is inactive in the near-wall region, i.e., g>=1 in Eq. (18).

Hence, the filtered modeled TKE, IQ, is identical to the nonfiltered
modeled TKE, k, in the near-wall region. Note that a local maxi-
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Fig. 6 Radial distribution of the time-averaged squared filter function, g? (left),
and the (nondimensional) filtered eddy viscosity, ﬁf:ﬁ,/v (right), obtained with
different grids. (- —) Coarse grid. (—) Fine grid. The filter is inactive near the
wall where it reaches the value of 1, and (often) in the strong shear layer near
the sudden expansion. The filtered eddy viscosity is much larger on the coarse
grid, because the less that is resolved, the more must be modeled. The maxi-

mum (time-averaged) value of the filtered eddy viscosity, ﬁ’t"=75, is found at

z/ D=0.5 (coarse grid).

mum of the filtered modeled TKE occurs at /D =0.5. The maxi-
mum coincides with the local maximum of the filter function in
Fig. 6 (to the left). It is explained by the fact that nonresolved
TKE of the inlet boundary layer is convected downstream into the
larger pipe section. This flow-history effect could not have been
predicted by anything but a transport model for turbulence.

5.3 Frequency Analysis. The fluctuations of the wall pressure
as a function of the nondimensional time are shown in Fig. 8 (to
the left). As can be seen, the time series obtained from the two
grids are quite similar. The fluctuations are somewhat larger in the
simulation on the fine grid. Fourier transforms of the wall pressure
were used to analyze the large-scale unsteadiness of the flow. The
Fourier transforms of 6609 overlapping segments of length 2!3
were averaged in order to get rid of the noise. Each segment from
the simulation on the fine grid, in which a nondimensional time
step of 0.0027 was used, corresponds to a nondimensional sam-
pling time 7*~22. Figure 8 (to the right) shows that the resolution
seems not to play a major role in determining the main frequency.

The most distinct nondimensional frequency is at Strouhal number
St=fX U,/D=0.6. This frequency corresponds to the rotational
speed of the helicoidal vortex core.

Figure 9 shows the spectral density of the wall pressure
sampled at four different downstream locations. Near the expan-
sion, the solution obtained using the filtered k-w model shows
exactly the same frequency as the solution obtained by using the
WALE model. This is expected, as the vortex core is fully re-
solved in both simulations. The lower frequencies most likely cor-
respond to the bursting of large turbulent structures in the recir-
culation zone near the wall, just after the expansion, as these
structures are convected downstream. As the vortex core does not
propagate further downstream than to where the flow reattaches,
only the lower frequencies are present downstream z/D=1.25.
Because of the limited sampling time, the lowest frequencies are
not well resolved. Hence, the model and grid dependency of the
lowest frequencies cannot be analyzed.

Figure 10 shows the normalized frequency spectra of resolved

0.81

0.61

r/D

0.4r

0.2r

Fig. 7 Radial distribution of nondimensional turbulent kinetic energy (TKE) at z/ D=0.75 (left)
and z/D=2 (right) obtained with the filtered k-» model on two different grids. All quantities
marked by superscript asterisks (*) are normalized by Uf,. (- -) Resolved TKE (K*), coarse grid.
(—) Resolved TKE (K*), fine grid. (--) Filtered modeled TKE (k*), coarse grid. (--) Filtered
modeled TKE (k*), fine grid. (O) Modeled TKE (k*), coarse grid, (+) Modeled TKE (k*), fine grid.
The resolved TKE is dominated by large-scale turbulent structures that only weakly depend on

grid resolution. The distribution of filtered modeled turbulent kinetic, k*, is determined by
length and time scales smaller or equal to what can be resolved. Consequently, it depends

heavily on grid resolution.
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Fig. 8 Left: time series of nondimensional wall pressure fluctuations at z/D
=0.5 obtained with the filtered k- model. (—) Fine grid. (— —) Coarse grid. Note
that the end points of the time series are quite arbitrary, and thus no correlation
between the two series is expected. Right: spectral power density of the wall
pressure at z/ D=0.5 obtained from using the filtered k-w model. (—) Fine grid.
(- -) Coarse grid. The predicted rotational speed (St=0.6) of the vortex core is
not sensitive to the resolution.

axial velocity fluctuations at z/D=2 and r/D=0.25, obtained us-
ing the filtered k-w model on different grids. The largest scales of
turbulence are resolved on both grids, as already seen in Fig. 7.
However, there is a difference in the prediction of intermediate-
and small-scale turbulences. At the locations z/D=2 and r/D

equation low Reynold number (LRN) turbulence model. The filter
limits the damping effect of the turbulent viscosity on the resolved
flow field away from walls. Large-scale unsteady turbulent struc-
tures are resolved, and the time-averaged results correspond very

well to experimental data. On the computational grids considered
in this work, the filtered k-w model surpasses the WALE LES
model in accuracy, while the results are equivalently unsteady.
The main frequency of the simulated flow is not sensitive to the
choice of model or grid size, while the amplitude of the largest
pressure fluctuations is. The difference in the prediction of the
largest scales is most likely connected to the difference in the
prediction of the reattachment length. While the simulation using
the filtered k-w model agrees very well with experimental results

=0.25, the grids are not fine enough to resolve turbulent structures
with frequencies higher than St~20. The results for higher fre-
quencies are accordingly not included in Fig. 10.

6 Conclusions

Numerical simulations of unsteady turbulent flow can be sig-
nificantly improved by applying an adaptive low-pass filter to the
modeled turbulent length and time scales predicted by a two-

z/D=10.25 z/D =05

SPD
SPD

SPD
SPD

St st

Fig. 9 Spectral power density of the wall pressure fluctuations at z/D=0.25
(top left), z/D=0.5 (top right), z/ D=1 (bottom left), and z/ D=2 (bottom right).
(—) Filtered k- model, fine grid. (- —) WALE model, fine grid. The most distinct
frequency is at St=0.6 and corresponds to the rotational speed of the vortex
core. The strong lower frequencies most likely correspond to unsteady struc-
tures that are formed in the recirculation zone near the wall, just after the
expansion.
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Fig. 10 Normalized frequency spectra of resolved axial veloc-
ity fluctuations at z/D=2 and r/D=0.75 using the filtered k-w
model on two grids. (—) Fine grid. (- —) Coarse grid. (- —-) Note
the higher density of high frequencies obtained when using the
fine grid.

in this respect as well, the estimate of the reattachment length
obtained from the simulation using the WALE model is not satis-
factory.

It was shown by Gyllenram and Nilsson [18] that the degree of
unsteadiness in the resolved velocity field is inversely related to
the size of the filter width, i.e., model coefficient @. However, too
small a filter width may cause the results to deteriorate because
there will be a spectral gap between the filtered scales and the
scales that can potentially be resolved. Furthermore, it is prefer-
able for the filter width to be large enough to enable the original
asymptotic near-wall behavior of the turbulence model. The posi-
tive effects of introducing the filtering technique to the present test
case most likely owe to a more accurate prediction of the large-
scale unsteadiness. As shown by Gyllenram et al. [22], the turbu-
lence is, at least in a time-averaged sense, extremely anisotropic in
the shear layer near the sudden expansion. However, most of the
anisotropy lies in the largest scales. If the large anisotropic scales
are accurately resolved in space and time, a simple turbulence
model is sufficient for estimating the influence of small-scale tur-
bulence on the mean flow.

A study of the influence of the grid resolution was carried out.
The local grid resolution is explicitely used in the formulation of
the eddy viscosity when the filter is active. This will obviously
introduce a grid dependence in the instantaneous flow field, and
the time-averaged results are also expected to be affected. In spite
of this, the grid dependence of the time-averaged results seems
surprisingly weak and may just as well be a numerical issue.
Neither were the main unsteady effects sensitive to the spatial
resolution.
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Linear stability analysis of fully developed axisymmetric steady
spatially modulated Taylor—Couette flow (TCF) is carried out in
the narrow-gap limit. In contrast to unforced TCF, only the vorti-
cal base flow is possible in the forced case. It is found that the
forcing tends to generally destabilize the base flow, especially
around the critical point corresponding to unforced flow. Both the
critical Taylor number and wave number are found to essentially
linearly decrease with modulation amplitude.
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1 Introduction

One of the simplest geometric perturbations of Taylor—Couette
flow (TCF) is when one or two of the cylindrical boundaries are
allowed to have an axially periodic radius. Besides the work on
the effect of localized radius variation [1,2], the only work on
extended (periodic or random) radius variation known to us is the
experimental work by Koschmieder [3], Ikeda and Maxworthy
[4], and Painter and co-workers [5,6]. More recently, Khayat and
co-workers [7,8] theoretically examined the effect of cylinder spa-
tial modulation on the onset of vortex flow. Their work was, how-
ever, limited to steady state flow.

The current study considers a geometry consisting of two co-
axial cylinders such that the outer smooth cylinder is stationary
while the inner rotating cylinder has an axisymmetric wavy sur-
face. This geometry can be considered as an extension of Wim-
mer’s cone-cylinder configuration [9], and is closely related to the
flow in an hourglass geometry [10]. The spatial modulation of
cylindrical flow is also closely analogous to the presence of end
effects in TCE. In both cases, the forcing makes itself felt at pre-
critical values of the Taylor number, Ta,, and the periodicity of the
vortex pattern is dictated by the spacing of the cylinder ends and
modulation wave number. It is well established that vortices adja-
cent to the end plates form far below Ta, [11]. When the precriti-
cal Taylor number (Ta<<Ta,) is gradually increased, additional
vortices form on top of each other until the vortices coming from
the (symmetric) top and bottom plates meet in the middle of the
column, at the critical Taylor number predicted by linear analysis.

In close connection with the present problem, Li and Khayat [7]
theoretically examined the steady modulated axisymmetric
Taylor-vortex flow, with weak forcing. The present work ad-
dresses the important question regarding the stability of the steady
states previously computed [7].

2 Problem Formulation and Solution Procedure

Consider the flow of an incompressible Newtonian fluid, of
density p and kinematic viscosity v, between the two concentric
infinite cylinders. The inner cylinder is assumed to be sinusoidally
modulated along the axial direction, with amplitude A;, and the
outer cylinder is straight. The inner cylinder is assumed to rotate
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at constant angular velocity, {);, while the outer cylinder is at rest.
The radii of the inner and outer cylinders are denoted by R; and

R,, and R; is the mean radius of the inner cylinder. The conserva-
tion equations are reduced to the narrow-gap limit by introducing
dimensionless coordinates, x and z, in the radial and axial direc-
tions, respectively, time ¢, pressure p, and velocity components ,
v, w, in the radial, azimuthal, and axial directions, respectively.
After nondimensionlization, the conservation equations in the
narrow-gap limit are obtained, namely [7],

u+w,=0 (1a)

U+ usty + wit, = Ta v> + U, + U, — py (1b)
U+ UV A WU, =0+ U, (1c)

W+ UW, + WW_ =W+ W, — D, (1d)

A subscript denotes partial differentiation. The Taylor number Ta
is defined in terms of the Reynolds number Re and the average
gap-to-radius ratio, 8. Thus,

RQ.D

14

D
Ta=Re> 5, Re= 5=— ()
R;

where D=R,—R; is the mean gap width. The dimensionless physi-
cal domain is defined by (x,z)e[-1/2+¢&sin(az),1/2]
X (=0, +), where £=A,/R; is a measure of the dimensionless
modulation amplitude, and « is the modulation wave number (in
units of D). Note that e=A,/R,=(A,/DD/R,)=(A;/D)&. Thus,
A;l D=g/ 8, which is assumed to be small. In this case, & <8, and
is taken as the small parameter in the problem. Following the
methodology in Ref. [7], Egs. (1a)-(1d) are solved by first map-
ping the physical domain in the (x,z) plane onto the rectangular
domain (7,§) e [-1/2,1/2](=, +%). In this case, the mapping is
given by

1 e sin(az)
Tz =t )= ( 1 — & sin(az) ) (x 2 )
and &(x,z,t)=z. Adherence conditions are assumed at the cylin-
ders. A regular perturbation expansion is used for the velocity and
pressure. Here, Ta, &, and « are the only similarity parameters in
the present problem.

The steady base flow solution (u’,p*), where uw’(u*,v®,w*)7, is
the same as in Ref. [7], and will therefore not be detailed here. To
leading order in &, the solution that corresponds to the flow be-
tween the two straight cylinders is recovered. The equations to
O(e) is a set of nonhomogenous ordinary differential equations,
which together with the corresponding homogeneous boundary
conditions constitute a boundary-value problem of the two-point
type [7].

Linear stability analysis is carried out by imposing infinitesimal
disturbances in velocity and pressure on the mean flow. Since the
base flow is periodic ¢ with wavelength 27/, the disturbance
equations are transformed into ordinary differential equations us-
ing Floquet theory [12]. Thus, the disturbance flow is considered
as a superposition of the cylinder wall modulation, with wave
number «, and perturbation wave with wave number S3: In this
case,

N

u(péEn=w(nd+ 2 ut(pelrePon]
n=-N
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Fig. 1 Neutral stability curves in the (B-Ta) plane. Here, «
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where N is the number of modes. The 7 dependent amplitudes
(u("), p(”)) must be determined. In addition, A is the complex ei-
genvalue. Upon substituting expressions (3) into (la)—(1d), pro-
jecting onto the various modes and neglecting terms of O(g?),
Egs. (1a)-(1d) are reduced to a linearized system for the distur-
bance coefficients u™ and p™. Obviously, the resulting homog-
enous system (and boundary conditions) is far more complicated
than the classical stability problem in the absence of modulation
(£=0). However, the problem is reduced to an infinite set of linear
homogenous ordinary differential equations that can be solved in a
similar manner to the classical problem. The selection of the so-
lution method is important and will be addressed next.

3 Results and Discussion

An obvious limit case of the modulated flow is the flow be-
tween straight cylinders (e=a=0), which will be taken as refer-
ence to validate the current solution methodology. In this limit, the
critical Taylor number and corresponding wave number are com-
puted and found to be Ta,=1695 and B.=3.12, respectively,
which are in good agreement with the values in the literature [11].
This critical threshold is also taken as the starting point in the
computations for modulated flow. The critical Taylor number Ta.,
and corresponding wave number 3, for the loss of stability of the
modulated base flow, are calculated for various wall modulation
amplitudes. Note that Ta.=Ta,(e=0,a=0) and B.=B.(¢=0,«a
=0).

The influence of wall modulation on the overall stability picture
is typically illustrated in Fig. 1. The neutral stability curves are
plotted in the (Ta-B) plane for @=0.2 and different values of &. In
the absence of modulation (¢=0), the neutral stability curve for
conventional Taylor-vortex flow is recovered. The neutral stability
curves for >0 appear all to be below that corresponding to &
=0, for any B value. However, at small modulation amplitude, the
drop in threshold Taylor number is not uniform (with respect to
B). Indeed, the two curves corresponding to e=0 and £=0.02
show that there a relatively significant drop in Ta for small 8
(roughly 15% at B=2.2), but hardly any drop for 8>4. Thus,
there is a significant coupling between the effects of wall ampli-
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Fig. 2 Variation of the critical Taylor number with modulation
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tude and wall wave number. The lack of influence of the wall
modulation on the critical Taylor number for large wave number
suggests that when a large number of vortices are about to form,
the size of the modulation becomes irrelevant; the small vortex
still sees the wall modulation as having a large (infinite) wave-
length.

The drop in Ta becomes more uniform for larger . Additional
calculations show that the drop in Ta essentially becomes uniform
when the modulation wave number is small (a<0.05). The mar-
ginal stability curves are expected to collapse onto the e=0 curve.
This apparent similarity can be further confirmed upon examining
the governing equations in the limit «— 0. In this limit, the base
modulated flow is the same as that corresponding to the flow
between the straight cylinders. It is not difficult to show in this
case that the linear stability problem has exactly the same form as
that corresponding to the flow between cylinders of dimensionless
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gap 1—eaé. This gap linearly decreases with ¢ (assuming £=0).
The effective Taylor number in this case decreases with &, making
the flow unstable.

The influence of wall modulation on criticality is illustrated in
Figs. 2 and 3, where the critical Taylor number and critical dis-
turbance wave number are plotted against e for different «, re-
spectively. In this case, both Ta. and 3., monotonically decrease
with e. The decrease is essentially linear, reflecting the similarity
character as discussed above, particularly at small «. This linear
dependence on & is somewhat unexpected for large « given the
trend shown in Fig. 1. Indeed, that figure clearly shows the non-
linear dependence in general, especially at large B. It is also in-
teresting to observe that ., appears to linearly decrease with &
regardless of the value of a. Moreover, both critical numbers
more rapidly decrease at smaller «. This means that smaller
modulation wavenumbers tend to be more destabilizing [13,14].

4 Conclusion

The linear stability analysis of spatially modulated TCF is ex-
amined in this study. The inner cylinder wall is sinusoidally
modulated and rotating, while the outer cylinder is straight and at
rest. Floquet theory is used to solve the stability problem. The
modulated flow is always vortical no matter how small Ta is. It is
found that cylinder modulation tends to destabilize the base vortex
flow. However, the decrease in Taylor number corresponding to
the onset of instability is not the same for any disturbance wave
number. The critical Taylor and wave numbers tend to linearly
decrease with modulation amplitude. Finally, it is shown that the

Journal of Fluids Engineering

results for the modulated flow are collapsible onto those of un-
forced Taylor—Couette for small modulation wave number.
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Analytical analysis of fluid flow in an annular microchannel sub-
Jected to uniform wall injection at various Reynolds numbers is
presented. The classical Navier—Stokes equations are used in the
present study. Mathematically, using an appropriate change of
variable, Navier—Stokes equations are transformed to a set of
nonlinear ordinary differential equations. The governing equa-
tions are analytically solved using series solution method. Some
analytical results are given for the prediction of velocity profiles
and pressure distributions in annular microchannels. The agree-
ment between the computational fluid dynamics and the analytical
predictions is very good. However, the analytical results are valid
in a limited range of radius ratios and needs more study.
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Introduction

Analysis of fluid flow in annular microchannels has great im-
portance in design and utilization of microfluidic devices. Gener-
ally, these devices have applications in many areas of engineering,
including propulsion and power generations, microsatellites, mi-
croaerial vehicles, inkjet printer heads, and bioanalytical or medi-
cal instruments [1,2]. Novel electrical devices [3,4] and annular
micromixers are good examples [5,6] with high technological in-
novation. Annular microchannels can also be used in chemical and
heat transfer applications including microreactors or microheat
pipes [7-9].

Investigations of low-Reynolds number hydrodynamics natu-
rally fall into the fluid dynamics realm of long interest to the
chemical and mechanical engineering community [10,11]. The
most important new themes introduced by the small length scales
of microfluidic devices are the significant role of surface forces.
Fluid motions in these small-scale systems are usually driven by
applied pressure differences, electric fields, capillary forces, gra-
dients in interfacial tension, etc. [12,13].

Some discrepancies have been reported between flow measure-
ments made in small channels and experiences from classical
theory based on solutions to the Navier—Stokes equations. How-
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ever, a careful consideration of the experimental results for pres-
sure driven flows of liquids demonstrates that in almost all cases
there are no significant discrepancies [14].

For gases, the theory is in excellent agreement with experiment
if compressibility and finite wall slip are properly accounted for
[15]. Furthermore, at the scale of hundreds of nanometers, at least
for surfaces that are essentially atomically smooth, there is evi-
dence for slip [16]. Thus, it is our understanding that for small
molecule liquids, such as water, the familiar continuum descrip-
tion remains an appropriate starting point for analysis of microde-
vices.

There is substantial amount of work done on analytic solutions
of similar flows [17-20]. The earliest studies of steady flows
across permeable and stationary walls can be traced back to Ber-
man [17]. He investigated the laminar, two-dimensional flow of a
viscous incompressible fluid driven by uniform injection or suc-
tion in a rectangular channel with porous walls. In that study, he
assumed that the transverse velocity component is independent of
the streamwise coordinate. He reduced the Navier—Stokes equa-
tions to a single, nonlinear, fourth-order, ordinary differential
equation with four boundary conditions. Numerous studies of
channel flows with permeable walls have been followed after Ber-
man [17]. The other most important works have been done by
Terrill [18,19], who extended Berman’s small Reynolds number
solution, and Zlnchenko and Fedorova [20], who studied flow in
an annular duct with large injection at the walls.

The basic idea of this paper is to present an innovative exact
solution of Navier—Stokes equations, which seems to be valid in
wide ranges of dimensions including nano-, micro-, and higher
scales and wide ranges of Reynolds numbers. The Navier—Stokes
equations are solved for the study of fluid flow in an annular
microchannel subjected to uniform wall injections. The presented
analytical results can also be used for the analysis of vapor flow in
annular channels. This work may be considered as an extension of
the previous work of the first author about cylindrical microchan-
nels [21].

Governing Equations

The axisymmetric motion of a fluid flow in a cylindrical micro-
channel subjected to uniform wall injection is considered here
(Fig. 1).

The present model is based on the following assumptions:

(1) The vapor flow is laminar and in steady state and the fluid
is incompressible.

(2) The Knudsen number Kn=\/[/, where \ is the mean free
path of the fluid, is small enough in such a way that the
continuum model or Navier—Stokes equations with no-slip
boundary conditions are applicable [22].

(3) The properties of the fluid are assumed to be constant.

(4) Uniform injection occurs at the inner and outer walls from
z=0 to z=L along the annular microchannel (Fig. 1).

(5) The left end of the microchannel (z=0) is closed.

The governing equations for the conservation of mass,
z-momentum, and r-momentum can be written as

w 14
— +-—[rv]=0 1
Pl Ll m
( (?w+ (9w) &P+ 82w+1(9< aw) @
w—+v—|=—— —+——\r—
P\, TV o a2 T o\ o
<@+ @)_ P, @gz( @) vl
P Wz?z U&r B or » 0722 ror r&r =

where w and v are the velocity components in the z and r direc-
tions, respectively, and P is the fluid pressure. p and u are the
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Fig. 1 Fluid flow in an annular microchannel subjected to uni-
form wall injections along with coordinate system

density and viscosity of the fluid, respectively. The boundary con-
ditions are defined as follows:

w(0,r)=v(0,r)=0 (4a)
w(z,R;) =0 (4b)
v(z,R) =V, (4¢)
w(z.R,) =0 (4d)
v(z,R,) =V, (4e)
P(0,r)=0 (4/)

where L is the injection length on the microchannel and R;,R,, are
the inner and outer radii of the annular microchannel, respectively.

Method of Solution

The governing equations can be transformed to a set of nonlin-
ear ordinary differential equations using appropriate change of
variables based on the physics of fluid flow in annular microchan-
nels. Only one symmetrical half of the microchannel longitudinal
section is considered in the present analysis. It can be easily
shown that the axial and radial velocity components can be ex-
pressed as

w(z,r) =2G(r) (5a)

v(z,r)=H(r) (5b)

Equation (5a) can be obtained from the conservation of mass and
boundary conditions for the axial velocity. Equation (5b) can be
obtained from Eq. (1) by considering that dw/ dz is independent of
z. Bquations (5a) and (5b) are valid in a wide range of radial
Reynolds numbers and for various microchannel radius ratios.

Substitution of Egs. (5a) and (5b) into Egs. (1)—(3) gives the
following set of ordinary differential equations:

1
G+-H+H' =0 (6a)
r
opP 1
—={,LL[—G'+G"] —p[G2+HG']}Z (6b)
9z r
oP 1 1
—= ,u(H” +—H' - —2H) - pHH' (60)
or r r

where ¥ is the kinematic viscosity of the fluid. Combining Egs.
(6b) and (6¢) and removing the pressure gives
d 1 ’ " 2 !
—\u| =G +G" | -p[G*+HG'] (=0 (7)
dr r

Substitution of function G from Eq. (6a) in terms of function H
into Eq. (7) gives

054502-2 / Vol. 130, MAY 2008

S(r*H"Y + 2°H" - 3r°H" + 3rH' - 3H)
=r*H"H-r’H'H - r*H"H' = ’H'> = 3r°H'H + 4rH"
(®)

Equation (8) is a fourth-order nonlinear differential equation and
therefore, four boundary conditions are needed for its solution.
The associated boundary conditions in terms of H(r) are obtained
from Eqgs. (4b)—(4d) as

H(r=R)=V, (9a)
H(r=R,)=V, (9b)
(lH + H’) =0 (9¢)
r r=Ri
(svir)
-H+H' =0 (9d)
r r=R,

Equation (8) with boundary conditions (9a)—(9d) is solved using a
series solution method. The solution procedure is as follows:

(1) Apply a change of variable: w=r—R; to Egs. (8) and (9a)-
(9d).
(2) Solve Eq. (8) to find H(w) and then find H(r).
(3) Use Eq. (6a) to find G(w) and then find w(z,r)=zG(r).
(4) Find pressure drop using Egs. (6b) and (6¢).
Applying the change of variable to Egs. (8) and (9a)—(9d) gives
(w+R)*H™ +2(w+R)*H" - 3(w + R)*H"
+3(w+R;)H' —3H)
=(0+R)*H"H—- (0+R,)’H"H— (0 +R,)*H"H’

—(w+R)’H?>-3(w+R)*H'H+4(w+R)H>  (10)
H(w=0)=V, (11a)
H(szl)_Ri)zvll (llb)
1
(—H+H’) =0 (11¢)
Ri w=0
1
(—H+H’> =0 (11d)
Rn w:Ro—Ri

In order to solve Eq. (10), a series solution in the following form
is used.

(12)

Inserting the above series with the first five terms into Egs. (10)
and (11a)—(11d) gives

H(w) =ag+ a,0+ 4,0 + a;0° + a0 + ...

ag= Vi (l3a)
a;=-V/R; (13b)
ar=a- (Ro—Ri)as—(Ro—Ri)2a4 (13¢)

_ Y(B=a)+ Br(a—7y) + (Ro—Ri)z(Y—ﬂ)
(7B1=Beyv) + (B = V)R, —R) + (y1 = BD(R, - Ri)2
(13d)

as

_ Bily—a)+(R,-R)(B-y) + yi(a-B)
(7B1=Beyv) + (B = V)R, —R) + (v — BD(R, - Ri)2
(13e)

Ay

where in the above equations
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V,+ V{2 -1/k] 2V, 3Vi(9+RV)
a=-—"""5 ", e —— Y R
(R,— R, RR(B-«I 7 RAVR +39)
4-k S5-k
Bi=7—(R,-R), Br=7—(R,~R)’ (14)
3-«k 3-«
6OR; 129R? R;
= —, ] —’ K: —
N (VlR12 + 319) 72 (VIR12 + 3'3) R()

After finding H(w), the function G is obtained using Eq. (6a) as
R; R;
G(r)=- = —a|<2 - —') —az(r—R,-)<3 - —')
r r r

_‘13(”—Ri)2<4 - 1&) —04(7’—Ri)3<5 - &) -
r r
(15)

Finally, the velocity components w,v can be obtained as

W(Z,l’)=z<—@—al<2—&) —az(r—Rl-)<3—&) + )
r r r

(16a)

v(r)=ag+a;(r—-R)+a,(r—R)*+ ... (16b)

It is important to note that this solution is an approximate series
solution. It can be easily shown that by considering more terms in
the series (12), a bifurcation occurs in the series coefficients and
more than one solution is obtained. Furthermore, by a number of
comparisons with computational fluid dynamics (CFD) results, it
has been found that this solution is acceptable at large radius
ratios, namely, R;/R,= 6, in a wide range of radial Reynolds
numbers where &,,;, seems to be dependent on the ratio of radial
injection velocities V; and V,,.

The pressure drop can be easily obtained by the integration of
Eq. (6b) along the annular microchannel. Substitution of functions
G and H into Eq. (6)) and integration from z=0 to z=L gives

2
)€z Co €

P(z,r)—P(O,r):—z{—3 STt L +c6r(’}
r r r

(17)

where in the above equation

c.3=— @R} + ayR} + 2V, - asR))
c_y == p(a3R} = 2a,a;R’ + a3RC + 2a,a,4RC — 2aza R} + iR}
+5a,ViR? = 5a;V,R? + 5a,ViR! + 6V?)
¢y =— w(3a, — 9asR; + 18a,R?) — p(— 8a3R? + 20a,a3R}
— 12a3R] - 24a,a,R] + 28a3a4R® — 16a3R] — 21a,V,R;

2
2 N
+ 29a3ViRi - 37a4ViRi - IOR

1

co=—16u(as — 4a,4R;) - p<23a§Ri2 —73a,a3R} + 54a3R}
+107a,a,R;} = 150a3a,R; + 100a3R + 27a,V; - 51a;ViR;

V2
+86a,V,R? + 4;)

1
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c1=—45pma, - p(— 24a3R; + 117a,a;R? - 117a3R; - 224a,a,R;

V.
+401aza,R} - 320a3R] + 37a;V; - 9a2; - 86a4V,-R,-)

1

Cr=— p(6a% —TTasa3R; + 129a§Ri2 + 229a2a4Ri2 - 591a3a4R,3

2 p4 E
+ 591a4Ri + 39a4Vi - 8a3R

1

cy=- p( 13a,a; — 63a3R; — 104a,a4R; + 474asa,4R? — 656a3R;

- 5a4&)
R;
Ccy4=- p(8a§ + 12a,a, — 177aza4R; + 418aiRl-2), cs=—p(17asa,
— 12842R)),

(18)

Equation (17) must be used with care for the prediction of pres-
sure drop in an annular microchannel. It may not be accurate
when used for large scale annular channels or small radius ratios.

ce=—p(10a3)

Results and Discussion

The saturated water vapor flow in an annular microchannel sub-
jected to uniform water vapor flow injection is investigated here
as a test case.

The saturated vapor properties at temperature 7,,=373.15 K
are u=120.3¢~7 Pas, p=0.5974 kg/m’, C,=2.034 kJ/kg K,
hy=2251.2 kJ/kg, y=1.3, and R,=0.4615 kJ/kgK. C, and hy,
are the heat capacity of the vapor and the latent heat of vaporiza-
tion, respectively, and R, is the vapor gas constant. Furthermore,
assume an annular microchannel with radii: R,=100 um and R;
=80 um, and injection length of L=10 cm subjected to two sets
of radial Reynolds numbers: (Re, ;,Re,;)=(0.6e—6,3.0e—6) and
(Re,;,Re, ;)=(2.4¢-6,3.0e—-6). It can be easily shown that the
maximum Mach number in the microchannel occurs at z=L and is
smaller than 0.3 and the Knudsen number is about 1073 in these
two sets of radial Reynolds numbers. Therefore, the vapor can be
assumed to be incompressible and the Navier—Stokes equations
with no-slip boundary conditions are applicable [22].

Figure 2 shows the velocity profiles along the microchannel for
these two sets of radial Reynolds numbers. It can be seen that as
the radial Reynolds number increases the model works well and
shows the evolution of the velocity profiles reasonably.

The vapor pressure distributions along the inner and outer walls
of the microchannel for two sets of radial Reynolds numbers are
shown in Fig. 3. It can be seen that pressure distributions are
parabolic with small differences between the inner and outer
walls. Similar parabolic distribution has been observed in a cylin-
drical microchannel [21]. However, the approximate solution dis-
cussed in this paper may not be valid in some other situations.

Figure 4 shows a comparison between the numerically pre-
dicted velocity profiles using a computer code [23] and the ana-
lytical results using Eq. (16a) at several stations along the annular
channel. Three different meshes 40X 80, 60X 120, and 80 X 160
have been used for obtaining grid independent numerical results.
It can be seen that the analytical and numerical results are very
close together, particularly near the beginning (z=0) of the chan-
nel. The maximum difference between the analytical and numeri-
cal velocity profiles has been found 2% in the worst case at z
=0.2 m and near r=0.044 m. Similar results are obtained at
higher radial Reynolds numbers.
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Fig. 2 Velocity profiles in an annular microchannel subjected to uniform wall injection at two different sets
of radial Reynolds numbers
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Fig. 3 Pressure distributions on the inner and outer walls of an annular microchannel subjected to uniform
wall injection at two different sets of radial Reynolds numbers
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Fig. 4 Comparison between numerical (CFD) and analytical velocity profiles at several stations along the
annular channel and grid independency

Conclusion change of variable, Navier-Stokes equations have been trans-

Analytical analysis of fluid flow in annular microchannels sub- formed to a set of nonlinear ordinary differential equations. The
jected to uniform wall injection at various Reynolds numbers has governing equations have been analytically solved using series
been presented. The classical Navier—Stokes equations have been  solution method. It has been shown that the laminar and incom-
used in the present study. Mathematically, using an appropriate  pressible fluid flow in an annular microchannel can be simulated
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using the present model in a limited range of inner and outer wall
radius ratios. It has also been demonstrated that the model works
well for the prediction of saturated water vapor flow velocity pro-
file and pressure distribution in annular channels and presents rea-
sonable results at larger scales. However, further studies are
needed to determine the limitations of the present model. The
present analysis can be easily used for the study of vapor flow in
microannular heat pipes.

Nomenclature
C, = heat capacity at constant pressure
hse = heat of vaporization

Kn = Knudsen number
L = injection length
P = pressure
R, = gas constant
R; = microchannel inner wall radius
, = microchannel outer wall radius
Re,; = radial Reynolds number for the inner wall
(=ViRi/ )
Re,, = radial Reynolds number for the outer wall
(= VoR,/ ﬂ)
= radial coordinate
= temperature
= inner wall injection velocity
outer wall injection velocity
= radial velocity
= axial velocity
z = axial coordinate

Greek Symbols
v = specific heat ratio
= dynamic viscosity
N = mean free path
p = density
¥ = kinematic viscosity

= Ce<~.<"ﬁ\:
Il

Subscripts
g = gas
sat = saturation
r = radial
z = axial
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